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➢ What is point cloud registration?
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Preliminaries

• Point cloud registration estimates a rigid transformation 𝐓 =
{𝐑, 𝐭} that aligns two point clouds.

• When the two point clouds are acquired at a large distance d such 
as when d ∈ [5m, 50m], the registration task faces the challenges of 
low overlap and density variation. Therefore, it is crucial to learn 
density-invariant features.



3

Challenges

➢ Challenges:

• Costly pose annotations

• Poor generalizability of supervised methods

• Large-scale and complexly-distributed outdoor LiDAR point.

➢ Existing Efforts:

• Relying on overly-strong geometric assumptions

• Poor quality of pseudo-labels due to inadequate integration of low-level geometric and 

high-level contextual information.

Suboptimal Performance of Existing Methods!
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Motivation

➢ Our observation in the feature space

• High-level contextual information is adept at discovering inliers from a 

global perspective of the scene.

• Low-level geometric cues have proven effective in rejecting outliers.
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Methodology

Main Contributions:

• INTEGER, a novel teacher-student framework that exploits low-level and high-level information for unsupervised point 

cloud registration, demonstrating its superior registration performance in complex outdoor environments. 

• FCEM and MDS for the teacher and student, respectively, to mine reliable pseudo-labels and learn density-invariant 

features.

• ABCont to mitigate pseudo-label noise and facilitate contrastive learning with anchors for a robust feature space.
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Methodology

➢ Synthetic Teacher Initialization

1. Saining Xie, Jiatao Gu, Demi Guo, Charles R Qi, Leonidas Guibas, and Or Litany. Pointcontrast: Unsupervised pre-training for 3d point cloud 
understanding. In Computer Vision–ECCV 2020: 16th European Conference, Glasgow, UK, August 23–28, 2020, Proceedings, Part III 16, pages 574–591. 
Springer, 2020. 

2. Sofiane Horache, Jean-Emmanuel Deschaud, and François Goulette. 3d point cloud registration with multi-scale architecture and unsupervised 
transfer learning. In 2021 international conference on 3D vision (3DV), pages 1351–1361. IEEE, 2021.

• Initialize the teacher by training with synthetic pairs.

• Following PointContrast[1] to generate two partially-overlap
fragments for each scan.

• Additionally apply periodic sampling[2] to remove points
periodically with respect to a random center, simulating the
irregular sampling of LiDAR.
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Methodology

➢ Feature-Geometry Coherence Mining

• In the first forward pass, we perform Per-Batch Self-Adaption on the teacher model θ to establish a denoised 
feature space, yielding a data-specific teacher ϕ. 

• In the second forward pass, the adapted teacher ϕ and FGCM are used to mine reliable pseudo-labels I, which 
are then used to train the student, achieving Teacher-Student Knowledge Transfer
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Methodology

➢ Anchor-Based Contrastive Learning (ABCont)

Toy Example for ABCont. Anchor-based methods introduce fewer 

pairwise relationships and are robust against inevitable label noise.
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Methodology

➢ Mixed-Density Student(MDS)

• The density of LiDAR point clouds varies greatly with the 
distance to the sensor, posing challenges for matching 
distance point clouds effectively

Challenges:

Using features from downsampled views for 
density-invariant training
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Experiments

• Comparison with SOTAs
• Ablation Studies

a) Ablation Study of Proposed Components

b) Different Pose Estimators for FGC-

Branch in FCEM
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Experiments

• Effectiveness of GSA-Branch for Discriminative Features

Before v.s. After Self-

Adaption in GSA-Branch: 

Point-wise Feature & 

Correspondence-wise Similarity 

Distribution indicate that the 

self-adaption results in more 

discriminative features.



Thanks

Project Page

github.com/kezheng1204/INTEGER
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