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An Optimization Problem Involving Eigendecomposition

where A is constructed from h(x)

Model loss

Nuclear Norm Regularization

Nuclear norm of parameters



In both PyTorch and JAX, performing Singular 

Value Decomposition and eigendecomposition

can be 10x to 100x slower than matrix 

multiplication for a 10000 x 10000 matrix.

Eigendecomposition is Slow



Eigendecomposition itself is an optimization process;

however, it does not need to fully converge at each step; 

it only needs to reach the desired outcome in the end.

The idea
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