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Communication Overhead is Large
During Training

Communication pattern for Shared Data Parallelism

Communication is slow, especially inter-
node communication.



What SDP4Bit Can Achieve?

Weight Communication:
 16 bits→ 4 bits

Gradient Communication :
 Intra Node: 32 bits→ 8 bits (can be hidden)
 Inter Node: 32 bits→ 4 bits

6.7B GPT Model

Almost no accuracy loss

4x reduction for weight
8x reduction for gradient



Weight Compression Strategy

Weight Differences usually have a 
smaller range, so that can achieve 
a much lower compression error.

Use weight difference 
communication pattern, 
and quantize weight 
differences into 4 bits.
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Gradient Compression Strategy

8-bit quantization for 
Intra-node
4-bit for Inter-node

Using Hadamard Transformation to 
alleviate gradient outliers.
(zero-overhead integration)



Experiments

➢ End-to-end Training Loss with Different Quantization Strategy

Final loss is close to the baseline.



Experiments

➢ E2E Training Throughput with Different Models

Up to 4.08× Throughput Improvement.
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