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Motivation

● Existing document understanding models heavily rely on off-the-shelf OCR engines, 

that struggle with complex text styles and require costly extra processing steps

● MLLMs’ emergent strong OCR ability shows their potential for document 

understanding tasks by reducing reliance on external OCR engines

● Current OCR-free models based on MLLMs still struggle to capture diverse visual 

scales and font sizes, often missing local details in documents, since they are limited 

to single scale visual inputs



Contribution

● Present a novel framework for OCR-free document understanding, built on a 

pretrained MLLMs, which integrates multi-scale visual features to handle varying 

font sizes in document images.

● Introduce the Hierarchical Visual Feature Aggregation (HVFA) module, which 

employs cross-attentive pooling to effectively balance information preservation and 

computational efficiency, addressing the escalating costs associated with detailed 

visual inputs.

● Employ a novel instruction tuning task, which aims to predict the relative positions 

of input text, to enhance the model’s comprehensive text reading capability.
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Overall Framework

Visual inputs increases from n to 5n
↓

Computational burden of LLMs escalates 25 times
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Relative Text-Position Prediction Task

MLLM

What’s in the first 20% of the 
image text? 

Specify the relative position 
within the image where 
“Leveraging a feature pyramid 
… image sizes” is found. 

We present a novel 
… font sizes within 
document images.

42%-61% 

Reading Partial Text 
(RPT)

Predicting Text Position 
(PTP)



Experiments

● Equipped with two MLLM backbones
○ BLIP-2-OPT-2.7B

○ mPLUG-Owl-7B

● 10 document understanding benchmarks



Experiments - Ablation Study

● Effectiveness of each component

●  

 

● Ablation study on text reading tasks

 



Complexity Analysis on Visual Input Scale

● HVFA efficiently integrates finer-scale features into a coarser scale, achieving 

a balance between performance gains and computational demands



Analysis on Text Reading Task

● RPT ensures reliable data quality while incorporating stochasticity and 

positional information, contributing to its effectiveness.

● The design of RPT is helpful for mitigating truncation issues while RFT suffers 

from truncation of text reading data.
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