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Background: CLIP

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021



Strong zero-shot cls. thanks to scaling law

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021



Strong robustness to OOD test data

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021



Chapter 1 (can be skipped):
Where does CLIP’s
OOD robustness come from?



How to measure OOD robustness: effective robustness

- Let’s first look at effective robustness
- Def. as the slope between ID & OOD acc.

- Expected to be like y=x

- OOD robustness is one important property 

of CLIP

- Then how to study it?
- Mainly from a data-centric perceptive

- Ie, to ablate the data to train CLIP on
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Ablate on different web data: YFCC, LAION, WIT, RedCaps,etc.
no much difference between

Nguyen et al., Quality Not Quantity: On the Interaction between Dataset Design and Robustness of CLIP, NeurIPS 2022



Mixing web datasets do not introduce extra robustness, 
but rather a decline 

Nguyen et al., Quality Not Quantity: On the Interaction between Dataset Design and Robustness of CLIP, NeurIPS 2022



They then looked into the distribution of web data:
i.e., difference between ImageNet and LAION

Fang et al., Data Determines Distributional Robustness in Contrastive Language Image Pre-training (CLIP), ICML 2023



For controlled study, they need a captioned version of 
ImageNet, and a classification version of YFCC,  how?

Fang et al., Data Determines Distributional Robustness in Contrastive Language Image Pre-training (CLIP), ICML 2023

1. Going back to where ImageNet 
was collected, and retrieve 
corresponding metadata, 
including original captions.

2. Use substring matching on YFCC 
captions to get their labels

- There can be better ways, but 
this was good enough



For OOD robustness, it doesn’t matter if language is used 

Fang et al., Data Determines Distributional Robustness in Contrastive Language Image Pre-training (CLIP), ICML 2023



A classification model can be as robust when trained on 
web data (YFCC in this case)

Fang et al., Data Determines Distributional Robustness in Contrastive Language Image Pre-training (CLIP), ICML 2023



Another German team then asks: does CLIP’s 
generalization come from info leak (test ⊆ train)?

Mayilvahanan et al., Does CLIP’s generalization performance mainly stem from high train-test similarity?, ICLR 2024



Another German team then asks: does CLIP’s 
generalization come from info leak (test ⊆ train)?
TL;DR: No.

Mayilvahanan et al., Does CLIP’s generalization performance mainly stem from high train-test similarity?, ICLR 2024



Chapter 2:
How does imbalance in 
pre-training data interact with 
model performance?



What makes ImageNet look 
unlike LAION?

TL;DR: highly imbalanced 
class distribution, and 
lower intra-class 
similarity

Shirali et al., What Makes ImageNet Look Unlike LAION, arXiv 2023



Community efforts in rebalancing data curation:
MetaCLIP re-implements OpenAI’s WIT-400M
by retrieving 500k diverse queries 

Xu et al., Demystifying CLIP Data (MetaCLIP), ICLR 2024



Community efforts in rebalancing data curation:
Deduplication also matters for DINOv2

Oquab et al., DINOv2: Learning Robust Visual Features without Supervision, TMLR 2024



Looking into the concept distribution of web datasets

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



A shared long-tail, and a scaling law against it

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



A data-centric toolbox for controlled ablations

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Green dots: (Descriptive) language as supervision signal

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024

Train on IN-Caps w/ texts 

of different level of 

informativeness (or 

descriptiveness)

Better texts: better 

performance & less bias

However, CLIP w/ class 

templates is still more 

robust than SL



Recall CLIP loss (InfoNCE, contrastive loss)

Radford et al., Learning Transferable Visual Models From Natural Language Supervision, ICML 2021

Only a subset of all classes!



Blue crosses: Dynamic classification (using subsampled 
vocabulary) as pretext task

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024

Let SL models only to 

discriminate from a 

(dynamic) subset of all 

classes in each forward.

This technique is also 

called “federated loss” in 

open-vocabulary object 

detection.

We find it can effectively 

re-balance learning 

signals.



Data factors (data imbalance👎, diversity, and distribution shift)

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Data factors (data imbalance, diversity👍, and distribution shift)

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Data factors (data imbalance, diversity, and distribution shift👍)

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Data scaling (also achievable via CLIP language pre-training)
Pre-trained knowledge help preserve intra-class variation 
while not harming inter-class margins

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Utilization of 
open-world 
knowledge
—
Something 
native for 
language, but 
hard for SL 
models
Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Chapter 3:
Can we transfer these insights to 
other ML communities?



SL under extreme long-tail (or open-world recognition)

LT and OW commonly use 

pre-trained CLIP as is.

We find voc. sub. is 

necessary to acquire  CLIP 

knowledge in downstream 

tasks.

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



SL under extreme long-tail (or open-world recognition)

LT and OW commonly use 

pre-trained CLIP as is.

We find voc. sub. is 

necessary to acquire  CLIP 

knowledge in downstream 

tasks.

CLIP head is good, but 
CLIP-like loss is also 
needed in downstream.

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



SSL (DINO) on uncurated web data vs ImageNet

Caron et al., Emerging properties in self-supervised vision transformers, ICCV 2021
Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024

Pseudo labels here are 
high imbalanced!



65536 prototypes of DINO are far from good utilization

Govindarajan et al., On Partial Prototype Collapse in the DINO Family of Self-Supervised Methods, ICLR 2024 Submission



Chapter 4: Discussions



CLIP’s per-class accs are still biased, but weakly 
correlated to data distribution, 
and debiasing techniques in LT learning can be applied

Wang et al., Debiased learning from naturally imbalanced pseudo-labels., CVPR 2022
Zhu et al., Generalized logit adjustment: Calibrating fine-tuned models by removing label bias in foundation models, NeurIPS 2023



Looking at the overall trend, weak correlation can 
still be spotted; still, much better than SL

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Can we make a better estimation of concept frequency?
There are works using LLM and/or VLM (GLIP)

Parashar et al., The Neglected Tails of Vision-Language Models, CVPR 2024
Udandarao et al., No "Zero-Shot" Without Exponential Data: Pretraining Concept Frequency Determines Multimodal Model Performance, arXiv 2024



Comparing to more advanced estimations, our 
results are mostly coherent

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Beyond 1000 ImageNet classes, CLIP is still robust

Wen et al., What Makes CLIP More Robust to Long-Tailed Pre-Training Data? A Controlled Study for Transferable Insights, NeurIPS 2024



Why discussing CLIP in 2024?
FROMAGe, BLIP-2, MiniGPT-4, LLaVA, 
Instruct-BLIP still base on frozen CLIP.



Performance of LLM can be easily poisoned by overwhelming 
“junk data”; their fix is allow the LLM to detect bad data

Allen-Zhu et al., Physics of Language Models: Part 3.3, Knowledge Capacity Scaling Laws, arXiv 2024



Performance of VLMs are also apparently biased 
by VL data; their fix is FT on balanced cls. data

Zhang et al., Why are Visually-Grounded Language Models Bad at Image Classification?, arXiv 2024



Takeaways

● Data matters
○ Good data always helps

● Data is not the silver bullet
○ Re-balancing mechanisms of 

CLIP is one key factor of it to 

benefit from data scaling

● We still do not fully understand 
contrastive models

○ And they still can outperform 

generative models

● Controlled experiment matters for a 
study



Thanks!

Xin Wen, HKU
16 Aug, 2024


