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The Challenge Towards Robotic Foundation Models

Different Domains / Tasks

“…Use the 
hammer to hit 

the pin…”

Different Sensor Modalities

Different Embodiments



Heterogeneous Pre-training
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Heterogeneous Pre-trained Transformer (HPT)

Objective:
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Heterogeneous Pre-trained Transformer (HPT)

Reinit.

Reinit.

Frozen



• 52 Datasets
• 300k Trajectories
• 5B Tokens

Data
• 1B Params
• 31 GFLOPs
• 128 GPUs
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Compute

Data Mixture

Simulation

Human VideoDeployed

Teleop



Pre-training: Scaling Data Quantity and Diversity
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Higher performance w/ more data Higher performance w/ more diversity



Transfer to Embodiments in Simulation
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Visualization Transfer Learning Loss

Minimal finetuning:  2% of params (Stem + Head) to 
generalize outside of the pre-training datasets

Transfer Learning Success Rates



More Experiments with State-of-The-Art Methods
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Comparison In the Simpler Benchmark



Robust to disturbance, new objects, and camera movements

Transfer to Embodiments in the Real World
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Embodiment 1: Pet Care

Embodiment 2: Insertion Improves with scale

does better than methods 
that pre-trains only vision

> train-from-scratch



HPT Demo
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Please check our website and codebase for more details! 

https://liruiw.github.io/hpt 
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