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The (unexpected) high robustness of

LLMs to quantization
Cherry on Top: Parameter Heterogeneity and Quantization in Large Language Models
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What is quantization?

 Reduction of 32/16-bit models to low-bit counterparts

(0-15)

FP16 INT4

FP16 3.32

RTN 3.46(+0.14)

GPTQ 3.42(+0.10)

AWQ 3.41(+0.09)

Perplexity of Different 
Quantization Methods 
on LLaMA-2-70B

No significant performance degradation

Full precision

4-bit precision

 Despite the extreme low bits in quantized models, what causes the 
high robustness of LLMs to quantization?
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Parameter Heterogeneity Phenomenon
Cherry on Top: Parameter Heterogeneity and Quantization in Large Language Models
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Heterogeneity can explain

 Heterogeneity

The significant variation in the influence of quantization on different parameters

cherry

normal

𝐼𝑚𝑝𝑎𝑐𝑡(𝑐ℎ𝑒𝑟𝑟𝑦)

𝐼𝑚𝑝𝑎𝑐𝑡(𝑛𝑜𝑟𝑚𝑎𝑙)
≈ 300

is not an isolated case!
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Heterogeneity can explain

 Why LLMs are tolerant of quantization?

For the vast majority (> 99%) of parameters, the effect of their quantization

to the model are minimal and can thus be alleviated or ignored

 Why is mixed-precision quantization effective?

FP16 INT4

Mixed-precision quantization

FP16

By preserving a small proportion of parameters

with high precision, the quantization performance

can be effectively improved

< 1%
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What is the best Cherry parameter selection strategy?

 Weight-based strategy

 Activation-based strategy

 Impact-based strategy

𝐈𝐦𝐩𝐚𝐜𝐭 𝑤𝑖 = 𝐋 𝑤𝑖 + ∆𝑤 − 𝐋(𝑤𝑖)
[1] Kim, Sehoon, et al. Forty-first International Conference on Machine Learning

[2] Lin, Ji, et al. Proceedings of Machine Learning and Systems 6 (2024): 87-100

Effective strategy should exhibit 

high heterogeneity that differentiates 

the influence of cherry parameters 

and normal parameters of the model!

 Impact > Activation > Weight?
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What is the best Cherry parameter selection strategy?

 Based on heterogeneity score, what is the best strategy?

The Impact metric better distinguishes between

the normal and cherry parameters, thus the best

Cherry parameter selection strategy!

𝐇𝐞𝐭𝐞𝐫𝐨𝐠𝐞𝐧𝐞𝐢𝐭𝐲 𝐒𝐜𝐨𝐫𝐞 𝑓 =
𝐌𝐞𝐚𝐧(𝑓(𝑤𝑖)top1%)

𝐌𝐚𝐱(𝑓(𝑤𝑖)bottom1%)
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How to quantize parameters according to parameter heterogeneity?

 CherryQ: End-to-End Mixed Precision Quantization

 Cherry parameters are updated using standard gradient descent

 Normal parameters employ the Straight-Through Estimator (STE)

trick for low-precision gradient descent

[1] Liu, Zechun, et al. arXiv preprint arXiv:2305.17888 (2023).
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Experiments
Cherry on Top: Parameter Heterogeneity and Quantization in Large Language Models
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3/4-bit quantization experiment

 Perplexity results

Perplexity (↓) of 3-bit quantization on LLaMA2 models. gX means the group size is X

CherryQ consistently outperforms all other approaches across both 

model sizes (7B and 13B) and grouping sizes (64 and 128), achieving 

the lowest perplexity on both the C4 and WikiText-2 datasets
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3/4-bit quantization experiment

 Effect of Chat LLM Quantization

Comparison of 3-bit quantized models to FP16 Vicuna-1.5

(Left) Comparisons to Vicuna1.5-7B    (Right) Comparisons to Vicuna-1.5-13B

CherryQ even shows competitive quality compared to the 16-bit counterpart 
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2-bit quantization experiment

 Perplexity results

Perplexity (↓) of 2-bit quantization on LLaMA2 models

Compared to existing methods such as GPTQ, AWQ, and OmniQuant, our 

proposed CherryQ method demonstrates superior performance across all metrics
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Thanks!
Cherry on Top: Parameter Heterogeneity and Quantization in Large Language Models


