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Question: How do strategic interactions affect the 
relationship between model class expressivity and 
equilibrium performance?

Results: Strategic interactions can yield a non-trivial 
relationship between model class expressivity and model 
performance at equilibrium

Implications: The choice of model class expressivity for  
models deployed in strategic environments should be 
treated as a strategic action

Model

Model class selection in games

Learner selects a 
model class from the 
menu of model 
classes.

Phase 1: Design phase

Phase 2: Training and deployment

Learner trains 
models, deploys 
into the 
environment, and 
retrains given 
environmental 
response to 
model. 

Multi-Agent Reinforcement Learning

Examples

The learner in this instance selects a policy class from Θ𝑘 567
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where Θ𝑘:= 1 – pk	≤ 𝜃 ≤ pk for 0.5 ≤ pk ≤ 1.  We construct 
payoffs in a manner that results in decreasing performance with 
respect to expressivity of the model class. 

Strategic Regression

A learner selects between two model classes: 

Θ1 := 𝜃1
T𝑥 +	𝜃2 exp(-||x||2)			or Θ2 := 𝜃T𝑥

Agents can collectively strategically manipulate their data by 
adding some deviation e. The payoff at the Stackelberg 
equilibrium is higher when the learner makes use of the smaller 
model class Θ2 instead of Θ1

Should the learner always select the most expressive model 
class if they want the best equilibrium outcome?

Stationary environments: The environment has only one action.              
(i.e., E = {e	}). Equilibrium is (𝜃*, e*) such that

𝜃*= 𝑎𝑟𝑔𝑚𝑖𝑛9∈;( 𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟(𝜃, e)

Stackelberg environments – learner leads: [1] 
Equilibrium is a joint strategy (𝜃*, e*) such that

𝜃*= 𝑎𝑟𝑔𝑚𝑖𝑛9∈;( 𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟(𝜃, BRe(𝜃))

and e* = BRe(𝜃*) = 𝑎𝑟𝑔𝑚𝑖𝑛<∈E 𝑓𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡(𝜃*, e)      

Stackelberg environments – learner follows: [2] 
Equilibrium is a joint strategy (𝜃*, e*) such that

e*= 𝑎𝑟𝑔𝑚𝑖𝑛<∈E 𝑓𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 (BRl(𝑒),e))

and 𝜃* = BRl(𝑒*) =𝑎𝑟𝑔𝑚𝑖𝑛9∈;(𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟(𝜃, e*) 

General Nash environments: [3]
Equilibrium is a joint strategy (𝜃*, e*) such that

𝑓𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 (𝜃*, e’) ≥ 𝑓𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 (𝜃*, e*) ∀ e’ ∈	E
𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟 (𝜃’, e*) ≥ 𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟 (𝜃*, e*) ∀ 𝜃’ ∈	Θ𝑖

INFORMAL THEOREM: For a two-player monotone game G satisfying 
some game regularity assumptions, if equilibrium (𝜃*, e*) in  𝛩 x E is not 
Pareto optimal, then there exists a restriction of the learner’s action set 
such that the restricted game G’ has a Nash equilibrium (𝜃’′, e’) with: 

𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟 (𝜃’′, e’) < 𝑓𝑙𝑒𝑎𝑟𝑛𝑒𝑟 (𝜃*, e*)
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Phase 3: Equilibrium

Learner and agents settle into an 
equilibrium. 

Decisions

Data

Algorithm

Decisions

Data 

Algorithm

TAKEAWAY: Optimizing over more expressive model 
classes can lead to worse equilibrium outcomes when 
learning in strategic environments

NO: If the environment and learner are in a Stackelberg 
game where the learner follows  or in a Nash game:

YES: If the environment is stationary or the environment and 
learner are in a Stackelberg game where the learner leads




