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Motivations
Two key challenges limit the performance of Transformer in multi-scale temporal pattern interaction 
modeling.

l Semantic information sparsity. Individual time points contain less semantic information, and 
pair-wise interactions may cause the information utilization bottleneck.

l Temporal variations entanglement. Multiple inherent temporal variations (e.g., rising, falling, 
and fluctuating) entangled in temporal pattern, bringing challenges for time series forecasting.



Contributions
Ada-MSHyper is the first work that incorporates adaptive hypergraph modeling into time series 
forecasting.

l An adaptive hypergraph learning module is designed to model abundant and implicit group-wise 
node interactions at different scales.

l A node and hyperedge constraint mechanism is introduced to cluster nodes with similar semantic 
information and differentiate the temporal variations within each scales.

l Experimental results on 11 real-world datasets demonstrate that Ada-MSHyper achieves state-of-
the-art  performance.



Method: Ada-MSHyper

(a) The MFE module maps the input sequence into subsequences at different scales. (b) The 
AHL module provides foundations for modeling group-wise interactions. (c) The multi-scale 
interaction module models group-wise pattern interactions at different scales.

Framework



Method: Ada-MSHyper

(a) The generation of hyperedge features. (b) The generation of node loss. (c) The generation 
of hyperedge loss.

Node and hyperedge constraint (NHC) mechanism



Visualization

With the NHC mechanism, Ada-MSHper can not only cluster nodes with similar semantic information but also 
reduce noise interference.



Evaluations
The results of long-range time series forecasting 
under multivariate settings.

The results of long-range time series forecasting 
under univariate settings.

The results of short-range time series forecasting 
under multivariate settings.

The results of ultra-long-range time series 
forecasting under multivariate settings.
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