
Collaborative Refining for Learning from Inaccurate Labels

Bin Han, Yi-Xuan Sun, Ya-Lin Zhang, Libang Zhang, Haoran Hu

Longfei Li, Jun Zhou †, Guo Ye, Huimei He



In industry, obtaining accurate labels can often be costly and time-consuming. 

Instead, noisy labels from multiple sources are more convenient to collect.

Background



Overview

The Collaborative Refining for Learning from Inaccurate Labels (CRL) framework 

operates in two main steps:

• Partitioning the Dataset.

• Refining Labels and Samples:

o For samples with disagreement, we propose a method called Label Refining for 

Disagreements (LRD) to get reliable labels

o For samples where annotators agree, we apply Robust Union Selection (RUS) to 

select the most trustworthy samples based on theoretical bounds.



CRL: Overall Framework



LRD: Label Refining for Samples with Disagreements

• The most reliable index 𝑘 for sample 𝑥𝑖 is acquired through: 



RUS: Robust Union Selection

• The average loss 

• Smooth function

• Selection criterion for sample 𝑥𝑖



Experiments



Experiments



Thanks for watching!
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