
➢ Reliable forecasting under rapidly changing and non-
stationary data distributions remains a core challenge in 
time series analysis.

➢ Addressing non-stationarity through dynamic 
normalization in both time and frequency domains 
enhances prediction accuracy by adapting to time-varying 
distribution shifts.

➢ Frequency domain decomposition captures distribution 
variations over different periods, while time domain 
techniques provide fine-grained adjustments for dynamic 
local patterns.
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➢ We propose Dual-domain Dynamic Normalization (DDN), 
a novel framework that dynamically normalizes time 
series in both time and frequency domains, effectively 
addressing non-stationarity.

➢ Our sliding window-based normalization mechanism 
decomposes time series into fine-grained frequency 
components and local temporal patterns, enabling 
precise adaptation to distribution shifts.

➢ Extensive experiments across diverse datasets 
demonstrate DDN's superior accuracy and versatility, 
significantly improving forecasting performance as a 
model-agnostic plugin.

Contribution

Pipeline Experiment

Ablation Studies

➢ Datasets: ETTh1, ETTm1, Weather, Electricity, Traffic

➢ Metric: Mean Square Error (MSE) and Mean Absolute Error (MAE)

➢ Integrating DDN into Autoformer, FEDformer, DLinear, and iTransformer 
achieves MSE reductions of 19.2%, 13.1%, 24.7%, and 22.3%, respectively, 
demonstrating its effectiveness across diverse forecasting models.

Motivation

• Sliding Normalization

• Frequency Domain Normalization

• Time Domain Normalization

• Stationary Sequences Weighting

• Non-stationary Reconstruction

• Frequency Domain Prediction

• Time Domain Prediction

• De-normalization

➢ DDN outperforms other normalization methods: RevIN, NST, Dish-TS, and 
SAN across all benchmarks, achieving the best results by effectively 
addressing non-stationarity with finer-grained dynamic normalization. 

➢ DDN can reconstruct fine-grained variations and rapid local fluctuations, 
surpassing other reversible normalization methods in precision and 
adaptability.
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