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Motivation : Adapter-based Continual Learning
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Schmied, Thomas, et al. "Learning to Modulate pre-trained Models in RL.“
(NeurIPS 2023)

Liu, Zuxin, et al. "Tail: Task-specific adapters for imitation learning with 
large pretrained models.“ (ICLR 2024)



Motivation : Adapter-based Continual Learning 

• When and how can we achieve positive backward transfer, similar to humans?

• How can these tasks be managed flexibly in dynamic environments?
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Schmied, Thomas, et al. "Learning to Modulate pre-trained Models in RL.“
(NeurIPS 2023)

Liu, Zuxin, et al. "Tail: Task-specific adapters for imitation learning with 
large pretrained models.“ (ICLR 2024)



Challenges in Continual Imitation Learning
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• Inefficient, especially for 
long-horizon tasks.

• Sometimes impossible to 
collect expert 
demonstrations.

1. Requirement for 
comprehensive expert 
demonstration

• The continual shifting of 
tasks in non-stationary 
environments

• Difficulty in adapting to 
unseen tasks

• Accumulating knowledge in 
model parameters can raise 
privacy issues.

• Sensitive information may 
be implicitly retained.

2. Frequent task shifts in non-
stationary environments 3. Actual privacy concerns



IsCiL : Incremental skills for Continual imitation Learning
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How to solve? : Retrievable skills
1. Prototype-based skill incremental learning [training] 

2. Task-wise selective adaptation [evaluation] 



IsCiL : Incremental skills for Continual imitation Learning

How to solve? : Retrievable skills
1. Prototype-based skill incremental learning [training] 

2. Task-wise selective adaptation [evaluation] 

6

Skill Decoder

𝝅𝑫 ෝ𝒂𝒕 𝒐𝒕, 𝒈𝒕; 𝜽𝒑𝒓𝒆, 𝜽𝒛)

Pred action ෝ𝒂𝒕

𝜒𝑧

Multifaceted skill prototypes (𝒳)

S(𝜒𝑧, 𝑠𝑡)

Skill adapter mapping ℎ(𝜒𝑧)

…

Skill Retriever

𝜽𝒛 = 𝝅𝑹(𝒔𝒕)

Inputs (𝒐𝒕, 𝒈𝒕)

State Encoder

𝒔𝒕 = 𝒇(𝒐𝒕, 𝒈𝒕)
Skill Retriever

𝜽𝒛 = 𝝅𝑹(𝒐𝒕, 𝒈𝒕)

Skill adapter

Skill adapter 𝜃𝑧

𝜃𝑧

𝑠𝑡
0.5

Basis(   ) 

State (   ) 
0.9

(𝒐𝒕, 𝒈𝒕)

argmax

𝜃𝑧
𝜒𝑧: 

( , )
Initialize novel skill prototype & adapter

𝜒𝑧∗
𝜃𝑧∗

𝓓𝑧∗

Skill dataset



IsCiL : Incremental skills for Continual imitation Learning
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Experiment Settings and Scenarios 
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Results : Incomplete demonstration
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FWT: Assesses learning of new tasks using prior knowledge.

BWT: Measures impact of new learning on past tasks.

AUC: Indicates average performance across all stages.

• IsCiL efficiently improves AUC 

performance

• IsCiL shows positive backward 

transfer



Results : Unseen task adaptation 
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• IsCiL effectively handles Unseen tasks

FWT-A: Assesses learning of unseen tasks using prior knowledge.

AUC-A: Indicates average performance of unseen tasks across all stages.
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Results : Unseen task adaptation 
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FWT-A: Assesses learning of unseen tasks using prior knowledge.

AUC-A: Indicates average performance of unseen tasks across all stages.
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Results : Unlearning for privacy

16

Unlearning as adaptation
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Unlearning as adaptation
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• IsCiL effectively handles unlearning requests

• It remains robust in incomplete settings

Results : Unlearning for privacy
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Flexibility of retrievable skills
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Flexibility of retrievable skills

Enhance bidirectional 
transfer without 
rehearsal

Unseen task adaptation 
using existing skills

Simple unlearning 
extension in CiL

Generalization : Model Merging & Task Arithmentic
Efficiency : Caching algorithm for Retrieval Process

Effect

1. Require comprehensive 
demonstration

2. Frequently shifting 
tasks in non-stationary 
environments

3. Actual privacy concerns
problems
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