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Designed by Peking university, the spiking

camera achieves integral sampling with

40,000Hz by emulating the central fovea’s

sampling mechanism in the retina.

Raw data

Recon.

Spiking Camera Introduction 

Hypersonic flow in 

aerodynamics
Phase change process 

in liquid metal

• High temporal resolution

• High dynamic range

• Low latency



Spike Camera Working Mechanism

For a pixel, the light intensity is 

accumulated, if the accumulated 

intensity reaches the dispatch 

threshold θ, a spike is fired and 

the accumulator is reset. 

Spike sequence

Spike array

Spike plane



Prior Works

TFP
Texture from 

playback

TFI
Texture from Inter-

spike Interval

Spike 

Streams

TFSTP, etc
Other methods that mimic 

human visual mechanisms

• HDR imaging

• Dependent on 

manual selection of 

window length

• Motion blur or noise

• Capable of handling 

high-speed scenes

• Loss of texture detail

• Complex algorithm 

and hard to replicate

• Unsatisfactory results

with noise

Conventional method



Related Works

Spk2ImgNet: Learning to 

reconstruct dynamic scene 

from continuous spike stream

[Zhu et al., CVPR 21]

WGSE: Learning temporal-

ordered representation for 

spike streams based on 

discrete wavelet transforms

[Zhang et al., AAAI 23]

Learning-based method



Motivation

Existing method



Motivation

High model complexity and low inference efficiency

Fails to address the “Chicken-Egg Problem”

Existing method



Motivation

Existing method

Proposed method



Proposed method

Motivation

• Lower model complexity and  faster 

inference

• Higher image reconstruction quality

• More conducive to real-time 

application deployment



Our Approach

Explicit frames from TFP

ResNet

Implicit frames from ResNet
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HSER: Hybrid Spike Embedding Representation

（Select multiple window length）



Our Approach



Our Approach

warping-based inter-frame feature alignment

synthesis based intra-frame feature filtering



Our Approach



Quantitative Results 

• SOTA performance with fast inference speed and low cost



Evaluation on Synthetic Data



Evaluation on Synthetic Data



Evaluation on Real Data



Evaluation on Real Data



High-frame-rate Video Reconstruction



Thank You for Listening!

Code link: https://github.com/GitCVfb/STIR


