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Abstract reasoning



Abstract reasoning

p Definition: abstract reasoning requires models to apply general patterns
or high-level abstractions to different scenarios or questions [1].

p When tasked with several simple questions supported by a generic fact,
LLMs often struggle to provide consistent and precise answers

[1] Brenden et al., 2017. Building machines that learn and think like people.



Pilot study



Metrics: abstract reasoning (AbsAcc)

p Akin to [2], we suppose an LLM ℒℳ has grasped the generic fact r! if and only
if ℒℳ can correctly answer all examples supported by r!

[2] Qiu et al., 2023. Phenomenal yet puzzling: Testing inductive reasoning capabilities of language models 
with hypothesis refinement.



Experiment I: abstract reasoning

p There is a significant disparity (over 17%) between the vanilla accuracy and
AbsAcc for all LLMs



Experiment II: generic fact probing

p Massive reasoning-based post-training (Orca-2) might lose lots of knowledge
p If LLMs know the knowledge, then they can perform well on the corresponding
examples



Method: meaningful learning



AbsR construction

p Based on GenericsKB [3], we utilize gpt-4-1106-preview to synthesize multiple
examples for a single generic fact, which are the applications of the generic fact
on different scenarios



Training

p We employ the constructed AbsR dataset to train LLMs autoregressively, and
we model the following two conditional probabilities:



Experiments



Main results



Conclusion



Conclusion

p We summarize our contributions as follows:

p We provide a systematic and quantitative analysis of abstract reasoning in current LLMs,

and we develop an abstract reasoning dataset with generic-fact-guided explanations.

p We propose meaningful learning to improve abstract reasoning in LLMs with generic fact.

p We achieve improvement in general reasoning and abstract reasoning on various OOD

reasoning and language understanding benchmarks.
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