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Background

Ø Brain-inspired spiking neural networks (SNNs) have been increasingly prominent recent years

semantic segmentationobject detection

Ø SNNs are still vulnerable to adversarial noise

Image surce: fast-snn [TAPAMI 2023]

Image surce: Intriguing properties of neural networks [ICLR2014]



Background

Ø Some work focuses on SNN robustness analysis

Ø Other work aims to improve the robustness of SNN from biological aspects.

n Improving the robustness of SNNs is crucial for their real-life deployment

Voltage threshold 
[Rida El-Allami et al, DATE 21]

Spiking timing
[Jianhao Ding et al, arxiv23]

Non-Linear Activations
[Saima Sharmin et al, ECCV20]

• Solely on experimental analysis
• Lack theoretical support

Stochasticity
[Jianhao Ding et al, AAAI24]

• Result in the loss of the original information



Motivation

Ø Selective visual attention mechanism
Selectively focuses on stimuli of different frequencies over time and can filter out unwanted information

Ø Non-fixed membrane potential leak

n Design a highly robust SNN model that more closely mimics the biological nervous system

The changes in membrane potential in biological neurons are determined by ion concentration inside
and outside the cell membrane. Different environments and types of nerve axon fibers can affect the
degree of leak of the membrane potential.



Methods

n The robustness analysis of SNNs

• The robustness of the model is quantified as ℒ 𝑥 + 𝜖 − ℒ 𝑥
• Local linearity technique ℒ 𝑥 + 𝜖 − ℒ 𝑥 ≤ 𝜖⨀∇!ℒ 𝑥 " + 𝑔 𝜖, 𝑥

Theorem 1 Given an L-layered SNN intended to inference 𝑇 time-steps with 
𝝀 as the leak factor, suppose that there are 𝑁# neurons in layer 𝑙 for 𝑙 =
1,2, … 𝐿. 𝝀𝒍 ∈ ℝ%!×' ,𝑊#(",# ∈ ℝ%!×%!"#, it satisfies:
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Methods

n Frequency encoding
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Our Frequency Encoding (FE) module at time step 𝑇 is defined as:
8𝑥*1
+ ← ℱ(" ℳ*1

+ ⊙ℱ+ 𝑥 , 𝑖, 𝑡 ∈ 1,2, … , 𝑇
where ℱ ⋅ is Discrete Fourier Transform, and ℳ is the frequency mask.

ℳ,,- = @1, 0 ≤ 𝑚 , |𝑛| ≤ 𝑟
0. 𝑒𝑙𝑠𝑒

Figure 2. Visualization frequency spectrums for data observation.



Methods

n Evolutionary leak factor

Leveraging the frequency-encoded input, we assign trainable leak factors to
different neurons within a layer across time steps to mitigate the
propagation of noise information.
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Experiments

n Compare with Vanilla

n Compare with SOTA
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Figure 4. Performance of the proposed FE and FEEL under different white-box attacks.

Figure 5. Performance of the proposed FE and FEEL under different black-box attacks.

(a) CIFAR10, VGG11, T=4 (b) CIFAR100, VGG11, T=4

(a) CIFAR10, VGG11, T=4 (b) Tiny-ImageNet, resNet19, T=4



Experiments

n Compare with SOTA
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