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Introduction

 Distributed learning has become a hot research topic in recent years because of its necessity 

for training large-scale machine learning models.

➢ Synchronous distributed learning (SDL) methods: Synchronous SGD (SSGD), SSGD with momentum (SSGDm)…

➢Asynchronous distributed learning (ADL) methods: Asynchronous SGD (ASGD)…

 Momentum has been acknowledged for its benefits in both optimization and generalization 

in deep model training.

➢ In SDL methods, momentum is extensively utilized across various domains.

➢ In ADL methods, existing works have found that naively incorporating momentum into ASGD may decrease the 

convergence rate or even result in divergence.

 In this paper, we propose a novel method called ordered momentum (OrMo) for ASGD. 
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Preliminary

 SSGD & ASGD

➢Distributed SGD (DSGD) unifies SSGD

and ASGD within a single framework.

➢ The waiting set is a collection of workers 

(indexes) that are awaiting the server to 

send the latest parameter.

➢ The only difference between SSGD and 

ASGD is the communication scheduler 

associated with the waiting set.
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Ordered Momentum

 Reformulation of SSGD with momentum (SSGDm)

➢ The momentum in SSGDm can be formulated as  𝒖𝑡+1 = σ
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◼ We define 𝜂𝒈𝑖𝐾
0 , 𝜂𝒈𝑖𝐾

1 , ⋯ , 𝜂𝒈𝑖𝐾
𝐾−1 as the 𝑖-th (scaled) gradient group.

◼ The order of the gradient group is based on the iteration indexes of its corresponding gradients.

◼ The momentum in SSGDm is a weighted sum of the gradients from the first several gradient groups.

➢An example of the momentum 𝒖10 in SSGDm
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Ordered Momentum

 OrMo for ASGD

➢Definition of the gradient groups in OrMo for ASGD

◼ The sequence of gradients computed in ASGD is given by 𝒈0
0, 𝒈0

1 , ⋯ , 𝒈0
𝐾−1, 𝒈1

𝑘0 , 𝒈2
𝑘1 , ⋯ , 𝒈𝐾

𝑘𝐾−1 , 𝒈𝐾+1
𝑘𝐾 , 𝒈𝐾+2

𝑘𝐾+1 , ⋯ , 𝒈2𝐾
𝑘2𝐾−1 ,⋯ .

◼ The 𝑖-th (scaled) gradient group in OrMo for ASGD is defined as: 𝜂𝒈
𝑖−1 𝐾+1

𝑘 𝑖−1 𝐾 , 𝜂𝒈
𝑖−1 𝐾+2

𝑘 𝑖−1 𝐾+1 , ⋯ , 𝜂𝒈𝑖𝐾
𝑘𝑖𝐾−1 ,

where 𝑖 ≥ 1. And the 0-th gradient group in OrMo is 𝜂𝒈0
0, 𝜂𝒈0

1 , ⋯ , 𝜂𝒈0
𝐾−1 .

➢ In OrMo, momentum is incorporated into ASGD by organizing the gradients in order based on their iteration indexes.

◼ The momentum is a weighted sum of the gradients from the first several gradient groups.

◼ We refer to the gradient group whose gradients are weighted by 𝛽0as the latest gradient group, which contains the latest gradients.

◼ An example of the momentum 𝒖10 in OrMo for ASGD
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Ordered Momentum

 OrMo for ASGD

➢Algorithm details
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Ordered Momentum

 Convergence Analysis
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Ordered Momentum

 Convergence Analysis

➢ Constant learning rate

➢Delay-adaptive learning rate
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Experiment

 Experimental details

➢All the experiments are implemented based on the Parameter Server framework. Our distributed platform is conducted 

with Docker. 

◼ Each Docker container corresponds to either a server or a worker.

➢ The experiments are conducted under two settings:

◼ [homogeneous]: each worker has similar computing capabilities.

◼ [heterogeneous]: some workers (
1

16
of all) are designated as slow workers.

➢We evaluate these methods by training ResNet20 model on CIFAR10 and CIFAR100 datasets.
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Experiment

 Empirical results of different methods

➢ Empirical results on CIFAR10 dataset

➢ Empirical results on CIFAR100 dataset
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Experiment

 Training curves with respect to wall-clock time on CIFAR10 dataset
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