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Graph Hierarchies

⚫ Given an input graph G, a graph 
hierarchy of G consists of a 
sequence of graphs 𝐺𝑘 , 𝜑𝑘 𝑘≥0 , 
where:

⚫ 𝐺0 denotes G.

⚫ 𝜑𝑘:  𝑉𝑘 →  𝑉𝑘+1 are surjective 
node mapping functions.  

⚫ Each node 𝑣𝑘+1,𝑗 ∈ 𝑉𝑘+1 
represents a cluster of a subset 
of nodes {𝑣𝑘,𝑖} ∈ 𝑉𝑘.
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Graph Hierarchies
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⚫ Graph hierarchies can be 
constructed by repeatedly 
applying graph coarsening 
algorithms:

⚫ METIS, Spectral clustering, 
Loukas methods, Newman 
methods, Louvain methods

⚫ These algorithms take a graph, 
𝐺𝑘, and generate a mapping 
function 𝜑𝑘:  𝑉𝑘 →  𝑉𝑘+1, which 
maps the nodes in 𝐺𝑘 to the 
nodes in the coarser graph 𝐺𝑘+1.



Transformers on Graphs

Linear

MatMul

Scale

SoftMax

MatMul

𝑄 𝐾 𝑉
Linear Linear

Node Feature

··· PE

⚫ Transformers have 
revolutionized deep learning, in 
particular sequence learning, and 
yield promising performance over 
graphs. 

⚫ Graph Transformers usually 
apply the regular attention 
quadratic attention across all 
graph nodes and encode the 
graph connectivity using  specific 
positional encodings (PEs).



Transformers on Graphs
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However, Graph Transformers 
struggle with learning 
hierarchical structures, limiting 
their performance, for example,  
on complex molecular graphs like 
polymers and proteins.



Graph Hierarchy Distance

⚫ We introduce a novel distance called graph hierarchy 
distance (GHD):
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⚫ It can be observed that 
GHD^0 (v1, v11) = 7, whereas 
GHD^1 (v1, v11) = 2



Graph Hierarchy Distance

⚫ GHD can capture chemical motifs such as CF3 and aromatic 
rings on molecule graphs.

⚫ GHD can distinguish the Dodecahedron and Desargues 
graphs. The Dodecahedral graph has GHD^1 of length 2 
(indicated by the dark color), while the Desargues graph 
doesn’t. 



Hierarchical Distance Structural Encoding 

⚫ Based on GHD, we propose hierarchical distance structural 
encoding (HDSE):

where K controls the maximum level of hierarchy.

⚫ [Expressiveness of HDSE]:

GD-WL with HDSE is strictly more expressive than GD-WL 
with the shortest path distance SPD.



Integrating HDSE in Graph Transformers 

⚫ We integrate HDSE into the attention mechanism of each 
graph transformer layer to bias each node update:

This module is backbone-agnostic and can be seamlessly 
integrated into the self-attention mechanism of 
existing graph transformer architectures.



Integrating HDSE in Graph Transformers 

⚫ [Expressiveness of Graph Transformers with HDSE]:

There exists a graph transformer using HDSE (with fixed 
parameters), denoted as M, such that M is more expressive 
than graph transformers with the same architecture using 
SPD or using no relative positional encoding, regardless of 
their parameters.

It demonstrate the superior expressiveness 
of HDSE over SPD or no RPE in graph 
transformers.



Integrating HDSE in Graph Transformers 

⚫ [Generalization of Graph Transformers with HDSE]:

For a semi-supervised binary node classification problem, 
suppose the label of each node i ∈ V is determined by node 
features in the “hierarchical core neighborhood” S_i = {j : D = 
D*} for a certain D*, where D is HDSE. Then, a properly 
initialized one-layer graph transformer equipped with HDSE 
can learn such graphs with a desired generalization error, 
while using SPD or using no relative positional encoding cannot 
guarantee satisfactory generalization.

It indicates that learning with HDSE can capture the 
labeling function characterized by the hierarchical core 
neighborhood, which is more general and comprehensive 
than the core neighborhood for SPD or no RPE.



Evaluation



Evaluation

⚫ Over all datasets, our HDSE makes the transformers 
outperform the original transformers.

⚫ Different graph coarsening algorithms result in distinct 
multi-level graph structures. The Newman algorithm 
exhibits optimal performance on small molecular graphs.



Evaluation

⚫ HDSE successfully leverages hierarchical structure.



Conclusions

https://github.com/LUOyk1999/HDSE

⚫ Our HDSE improves SOTA graph transformer 
performance on graphs which exhibit community 
structures.

⚫ We theoretically prove the superiority of HDSE 
in terms of expressivity and generalization
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⚫ Our HDSE improves SOTA graph transformer 
performance on graphs which exhibit community 
structures.

⚫ We theoretically prove the superiority of HDSE 
in terms of expressivity and generalization

Thanks for listening!
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