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Background

 Multivariate time series appear in many applications

 e.g. Air Quality, Traffic,  Healthcare

 Time Series data often contain missing values

 could be harmful for downstream tasks
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Background

 Time Series data can be decomposed into three terms can be decomposed into three terms

 The imputation error is mainly caused by Residual term

 High-frequency components are intricately related to Residual

 Existing SOTA imputation methods with deep learning architectures cannot generalize well 
for high frequency components
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 High-frequency Filter: Guide the imputation of residual terms

 Dominant-frequency Filter: Provide the background structure information to guide the 
imputation of the trend and seasonal terms

FGTI Model
 Frequency-domain Condition Filters
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 Implement FGTI with the current advanced generative model

FGTI Model
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 Cross-domain Representation Learning Modules

Fusing frequency-domain information to capture time dependencies  and attribute dependencies 
by cross-attention mechanism

FGTI Model
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Experiments
 Imputation results by different methods with different missing rates. 
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Experiments
 Imputation results by different methods with different missing mechanisms (10% missing) 

 Over KDD dataset  Over Guangzhou dataset

 Over PhysioNet dataset
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Experiments

 Application performance of imputation methods for downstream tasks, over KDD and 
PhysioNet with real missing values
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Conclusion

 We design a frequency-aware generative model FGTI with frequency-domain 
information integrated by the high-frequency filter and the dominant-frequency filter, 
to enhance the awareness of the frequency-domain for imputation.

 We introduce two cross-domain representation learning modules that provide 
models with prior knowledge of intricate frequency-related patterns for missing data 
imputation.

 We evaluate FGTI on three time series datasets with real-world missing values, which 
demonstrates the superiority of FGTI in both imputation accuracy and downstream 
applications
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Thanks for your attention

If you are interested in our work, please check the details 
in our paper at the NeurIPS 2024.

Email: yangxinyu@dbis.nankai.edu.cn
https://github.com/FGTI2024/FGTI24 


