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Abstract

➢ Background. The core of multi-modal fusion is to leverage the complementary 
information from different modalities. Existing methods often rely on 
traditional neural architectures, which struggle to capture complex 
interactions between modalities. Recent advances in State Space Models (SSMs), 
such as the Mamba model, have shown promise for stronger fusion. Despite 
this, SSMs face challenges in fusing multiple modalities due to hardware 
parallelism constraints.

➢ Our method, we propose the Coupled SSM model, which links the state chains 
of multiple modalities while keeping intra-modality processes independent. 
Our model includes an inter-modal state transition mechanism, where the 
current state depends on both its own chain and neighboring chains' states 
from the previous time step. We also develop a global convolution kernel to 
support hardware parallelism.

➢ Experiment. Our extensive experiments on the CMU-MOSEI, CH-SIMS, CH-SIM

SV2, MM-IMDB, and BRCA datasets demonstrate that our proposed method e

ffectively enhances multi-modal information integration with faster inference 

speeds and reduced memory consumption compared to current state-of-the-ar

t methods.

Proposed Architecture

➢ Coupled Mamba receives input 
𝒙𝒕−𝟏.

➢ Performs internal state switching 
and output through three key 
parameter matrices, where B,C 
and S are respectively represented 
as the input, output and state 
transfer matrix. 

➢ The hidden states are summed 
across modalities and used for 
state transition input to generate 
next time states. The state is 
propagated sequentially in time.

Experiment Ablation

Conclusions

In this paper, we introduce Coupled 
Mamba, a novel approach to 
enhance multi-modal fusion by 
leveraging state evolution chains 
within state space. Our method 
integrates intermediate information 
from various modalities, capturing 
dynamic multi-modal interactions 
over time. This addresses challenges 
in parallel SSM with multiple inputs. 
Both quantitative and qualitative 
experiments confirm the 
effectiveness of Coupled Mamba.
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