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01 Background of Study

N-ary Knowledge Graph Construction

Traditional KGs are mostly composed of binary relational facts (subject, relation, object), which represent 
the relationship between two entities. However, it has been observed that over 30% of real-world facts 
involve n-ary relation facts with more than two entities (n ≥ 2). 

As shown in Figure, an n-ary relational knowledge graph (NKG) is composed of many n-ary relation facts, 
offering richer knowledge expression and wider application capabilities.
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01 Background of Study

Fine-Grained N-ary Relation Extraction

As a key step of constructing NKGs, n-ary relation extraction (n-ary RE) is a task of identifying n-ary
relations among entities in natural language texts. Compared to binary relational facts, n-ary relational 
facts in NKGs have more diverse schemas for different scenarios. 

For example, Wikidata utilizes n-ary relational facts in a hyper-relational schema, which adds (n − 2) key-
value pairs to the main triple to represent auxiliary information. In addition to the hyper-relational 
schema, the existing NKG schemas also include event-based schema, role-based schema, and 
hypergraph-based schema, as shown in Figure.
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01 Background of Study

Task Definition
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01 Background of Study

Three Main Challenges

However, there are still three main challenges in automated n-ary RE for NKG construction, which 
remains at a coarse-grained level: 

(1) Diversity of NKG schemas. 
Previous methods could only perform N-ary RE based on a specific schema, but currently, there is no 
flexible method that can perform n-ary RE for arbitrary schema with different number of relations. 

(2) Determination of the order of entities. 
N-ary RE involves more possible entity orders than binary RE, for example, as shown in Figure 2, in a 
hyper-relational schema, there is an order issue regarding which entity is the head entity, tail entity, or 
auxiliary entity. Previous methods often ignored the joint impact of different entity orders, leading to 
inaccurate extraction.

(3) Variability of the arity of n-ary RE. 
Previous methods usually output a fixed number of entities and are not adept at determining the variable 
number of entities forming an n-ary relational fact. 
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02 Contributions

Contributions

To tackle these challenges, we introduce Text2NKG, a novel fine-grained n-ary RE framework 
designed to automate the generation of n-ary relational facts from natural language text for NKG 
construction. 

• Text2NKG employs a span-tuple multi-label classification method, which transforms n-ary RE into a 
multi-label classification task for span-tuples, including all combinations of entities in the text. 
Because the number of predicted relation labels corresponds to the chosen NKG schema, Text2NKG 
is adaptable to all NKG schemas, offering examples with hyper-relational schema, event-based 
schema, role-based schema, and hypergraph-based schema, all of which have broad applications. 

• Moreover, Text2NKG introduces a hetero-ordered merging method, considering the probabilities of 
predicted labels for different entity orders to determine the final entity order. 

• Finally, Text2NKG proposes an output merging method, which is used to unsupervisedly derive n-
ary relational facts of any number of entities for NKG construction.
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03 Methodology

Overview of Text2NKG • First, Text2NKG encodes the entities 
using BERT-based Encoder with a 
packaged levitated marker for 
embedding. Then each arrangement of 
ordered span-tuple with three entity 
embeddings will be classified with 
multiple labels, and the framework will 
be learned by the weighted cross-
entropy with a null-label bias.

• In the decoding stage, in order to filter 
the n-ary relational facts whose entity 
compositions have isomorphic hetero-
ordered characteristics, Text2NKG 
proposes a hetero-ordered merging 
strategy to merge the label probabilities 
of 3! = 6 arrangement cases of span-
tuples composed of the same entities 
and filter out the output 3-ary relational 
facts existing non-conforming relations. 

• Finally, Text2NKG combines the output 3-
ary relational facts to form the final n-ary
relational facts with output merging. 
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03 Methodology

Span-tuple Multi-label Classificaition
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03 Methodology

Training Strategy
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03 Methodology

Hetero-ordered Merging
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03 Methodology

Output Merging

After hetero-ordered merging, we merge the output 3-ary 
relational facts to form higher-arity facts, with hyper-relational 
schema based on the same main triple, event-based schema 
based on the same main relation (event type), role-based 
schema based on the same key-value pairs, and hypergraph 
based schema based on the same hyperedge relation. This way, 
we can unsupervisedly obtain n-ary relational facts with dynamic 
number of arity numbers for NKG construction. 
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04 Experimental Results

Main Results

Comparison of Text2NKG with other baselines in the hyper-relational extraction on HyperRED. Results of the 
supervised baseline models are mainly taken from the original paper. The best results in each metric are in bold.
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04 Experimental Results

Results on Various NKG Schemas

Comparison of Text2NKG with other baselines in the n-ary RE in event-based, role-based, and hypergraph-based 
schemas on HyperRED. The best results in each metric are in bold. 



1919

Ablation Study

Ablation results. 
(a) Precision, Recall, and F1 changes in the dev set during the training of Text2NKG. 
(b) The changes of the number of true facts, the number of predicted facts, and the number of predicted 
accurate facts during the training of Text2NKG. 
(c) Precision, Recall, and F1 results on different null-label hyperparameter (α) settings. 

04 Experimental Results
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Analysis of N-ary Relation Extraction in Different Arity

Figure shows the number of n-
ary relational facts extracted 
after output merging and the 
number of the answer facts in 
different arity during training 
of Text2NKG on the dev set. 
We find that, as the training 
proceeds, the final output of 
Text2NKG converges to the 
correct answer in terms of the 
number of complete n-ary
relational facts in each arity, 
achieving implementation of 
n-ary RE in indefinite arity 
unsupervised, with good 
scalability.

04 Experimental Results
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Case Study

Figure shows a case study of n-ary RE by a trained Text2NKG. For a sentence, “He was born in Skirpenbeck, near 

York and attended Pocklin.”, four structured n-ary RE can be obtained by Text2NKG according to the 
requirements. Taking the hyper-relational schema for an example, Text2NKG can successfully extract one n-ary
relational fact consisting of a main triple [He, educated at, Pocklington], and two auxiliary key-value pairs {start 
time:1936}, {end time:1943}. This intuitively validates the practical performance of Text2NKG on fine-grained n-
ary RE to better contribute to NKG construction. 

04 Experimental Results
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