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Hypothesis

Foundation model representations are robust. 

We should be able to train on them directly.
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Transfer learning
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Efficient adaptation
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Motivation

Foundation models are still there.

Can we decouple them?
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LOFFTA
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Results
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Results
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Limitations

• Slower during inference

• LOFFTA is competitive but not consistently better in performance
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Conclusions

• Foundation models as fixed feature extractors

• Spatial tensor augmentations

11



Thank you!
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