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Motivation for Geo-Diverse Safety in LLMs

● Large Language Models (LLMs), like LLaMA and GPT, are 
vital to many AI applications, serving millions globally.

● As LLMs become more widespread, concerns about their 
safety grow, with many studies now focusing on 
reducing their harmful impact. However, geo-diversity 
remains an overlooked aspect.

● Addressing geographical variations in safety principles is 
crucial, as cultural norms and legal standards shape 
different definitions of safe and acceptable behavior.

● If a model overlooks cultural norms and local policies, it 
risks causing conflicts among individuals or nations and 
may lead to legal issues for local services.

➡ To be equitable and effective, LLMs must align with diverse cultural and legal standards globally!
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SafeWorld Benchmark

● We introduce SafeWorld, the first geo-diverse safety alignment evaluation benchmark
○ Focusing on cultural and legal safety. 

● It evaluates an LLM's ability to generate helpful, safe, and appropriate responses in a global context. 
● Built from a global user survey, it includes 2.7k diverse queries, simulating geo-diverse scenarios 

validated to align with cultural-legal guidelines across 50 countries and 439 regions/races. 3



Automatic Evaluation Framework

● We assess LLM responses to geo-diverse safety queries using 3 automated protocols:
○ Contextual appropriateness, accuracy, and comprehensiveness.

● Our evaluation shows that LLaMA- and Mistral-series models can perform similarly to GPT-3.5 and 
GPT-4-turbo across several metrics.

● Despite SafeWorld benchmark guidelines being derived from GPT-4-turbo, the model struggles with 
implicit queries and often underperforms compared to some open-source LLMs in response 
appropriateness.

➡ This suggests that additional alignment methods may be necessary to effectively elicit and apply its 
learned knowledge in model responses! 4



Geo-Diverse Safety Alignment Training

● Focusing on the widely used alignment method Direct Preference Optimization (DPO), we investigate 
how to synthesize training data for preference pairs that helps LLMs behave appropriately and accurately 
elicit factual knowledge.

● We synthesize training queries from human-verified cultural-legal guidelines. Positive responses align 
with these queries and guidelines. Negative responses are divided into:
○ Category 1: responses that reference guidelines correctly but inappropriately.
○ Category 2: responses that are behaviorally appropriate but incorrectly reference guidelines.
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Geo-Diverse Safety Alignment Training

● Our SafeWorldLLM model outperforms all competitors, including GPT-4o, across all three evaluated 
dimensions, along with a nearly 20% higher winning rate in helpfulness and harmfulness assessments by 
human evaluators from 9 countries. 

● In addition, our SafeWorldAlign training data proves to be useful for maintaining performance on general 
NLP and safety evaluation tasks while enhancing geo-diverse safety alignment.
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Conclusion

● We introduce SafeWorld, the first geo-diverse safety alignment evaluation benchmark for future 
real-world global AI applications.

● We propose a multi-dimensional safety evaluation framework to assess the contextual appropriateness, 
accuracy, and comprehensiveness of responses, crucial for geo-diverse safety alignment.

● We develop a geo-diverse safety alignment training method that enhances LLMs to outperform the 
advanced GPT-4o model in generating precise geo-diverse safety knowledge.
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