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Catastrophic forgetting on GNN

• Graph Neural Networks (GNNs) are oblivious

• Fails to remember pre-existing knowledge in a 

Continual Learning Setting:

o The model learns a sequence of tasks incrementally

o No access to the data from previous task

• Challenge: Preservation of knowledge from old 

tasks when learning the new ones Fig. 1. The F1 score on the test task 

(x-axis) after GCN learns the 

training tasks (y-axis) on the 

Amazon-kindle dataset
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• Use a small memory buffer to save sampled data from previous task

• Relay the saved samples to the model when training new tasks

•  Straight-forward and efficient

Challenges:

• Preservation of  graph topological properties from previous tasks with 

small memory

• Capturing the inter-dependencies among tasks

Experience Replay
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TACO: 
A Topology-aware Graph Coarsening Framework
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Evaluation

A Topology-aware Graph Coarsening Framework  for 
Continual Graph Learning

𝐴𝑃 =
1

𝑇


𝑗=1

𝑇

𝑎𝑇,𝑗

𝐴𝐹 =
1

𝑇


𝑗=1

𝑇

max
𝑙={1,……,𝑇}

𝑎𝑙,𝑗 − 𝑎𝑇,𝑗

Average performance:

Average forgetting:



Contributions

• A dynamic graph coarsening framework to effectively 

perverse graph topology information.

• An efficient graph coarsening method.

• Extensive evaluations on real-world datasets. 
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More information 

Please check out the paper for more details of our methods, results, and 

ablation studies. Also, feel free to play with the code. 
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