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Research question: 
How to develop medical AI systems 
that can operate in realistic scenarios?



How are state-of-the-art LLMs doing?
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1. Paradigm shift from static single-turn QA to interactive QA.

2. Pipeline to convert single-turn datasets to interactive benchmarks. 
○ MedQA (Jin et al., 2021) & CRAFT-MD (Johri et al., 2023)

2. A benchmark to evaluate LLMs’ medical information-seeking ability.
○ SOTA LLMs struggle at asking questions!

3. Improve interactive clinical reasoning abilities in LLMs by 22.2%.
○ Via confidence estimation & rationale generation.

Di Jin, Eileen Pan, Nassim Oufattole, Wei-Hung Weng, Hanyi Fang, and Peter Szolovits. What disease does this patient have? a large-scale open 
domain question answering dataset from medical exams. Applied Sciences, 11(14):6421, 2021.
Shreya Johri, Jaehwan Jeong, Benjamin A Tran, Daniel I Schlessinger, Shannon Wongvibulsin, Zhuo Ran Cai, Roxana Daneshjou, and Pranav 
Rajpurkar. Testing the limits of language models: A conversational framework for medical ai assessmentr. medRxiv, 2023.
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MediQ: Medical Information-seeking Questions
question: "Which of the following is the most likely cause 

of this patient's anemia?”

options: (A) Vitamin B12 deficiency, (B) Gestational anemia, 

(C) Iron deficiency, (D) Thalassemia trait

Initial Info: “A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit.”

Expert 
System

Patient 
System

context: "A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit. She is vegetarian 

and emigrated from Nepal 7 years ago. She does not use tobacco, 

alcohol or recreational drugs. The patient’s vital signs 

include: blood pressure 111/95 mm Hg, temperature 36.7C (98.6F), 

pulse 88/min. Laboratory results are significant for the 

following: | Hemoglobin 10.2 g/dL | Erythrocyte count 5.5 

million/mm3 | Mean corpuscular volume 65 μm3 | Mean corpuscular 

hemoglobin 21 pg/cell | Red cell distribution width 13.5% (ref: 

11.5-14.5%)."
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Models: LLama-3-8B, Llama-3-70B, GPT-3.5, GPT-4

Dataset: iMedQA & iCRAFT-MD
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23



Giving model the option to ask questions

11.3% drop!!
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Improving the Expert System w. Focus on Abstention

Output 

Formats:

Numerical

s ∈ [0, 1]

Binary

s ∈ {0, 1}

Scale

s ∈ {1, 2, 3, 4, 5}

Enhancement 

Techniques:
Rationale 

Generation
Self

Consistency

or or

and
/or

Confidence 

Thresholds:
70%60% or 80%or 90%or



Best Expert System Can Effectively Elicit Information
question: "Which of the following is the most likely cause 
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22.2% increase!!

Scale
+RG
+SC
+90%



1. Better abstention (confidence threshold & accurate calibration) 
improves performance!

2. Better question quality improves performance! 28

Takeaways

1. Pipeline to convert single-turn datasets to interactive benchmarks. 
○ MedQA (Jin et al., 2021) & CRAFT-MD (Johri et al., 2023)

2. A benchmark to evaluate LLMs’ medical information-seeking ability.
○ SOTA LLMs struggle at asking questions!

3. Improve interactive clinical reasoning abilities in LLMs by 22.2%.
○ Via confidence estimation & rationale generation.
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