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IPO: Interpretable Prompt Optimization for Vision-Language Models

Prompt learning for VLM

Existing prompt optimization methods use gradient 
descent to learn adjustable prompts..

IPO
• IPO uses large language models (LLMs) to dynamically generate 

textual prompts. 
• IPO introduces a Prompt Optimization Prompt to guide LLMs and 

stores historical prompts with performance metrics.
• A large multimodal model (LMM) generates image descriptions to 

improve the interaction between text and visual modalities.

Prompt Optimization Prompt design

❑ Input

• Comparison with SOTA

• Interpretable prompts generated by IPO

Experiments

• Impact of  LLM

Gradient-based prompt optimization

 Overfits to training classes

 Learned prompts are not human-interpretable

Interpretable prompt optimization

❑ Output

• Training loss and accuracy on ImageNet

• Impact of  LMM 
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