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PedCorpus

 Specialized Pediatric Data: Extracting pediatric data from textbooks, guidelines, and knowledge
graphs ensures knowledge professionalism.

 Real Doctor-patient Conversations: Incorporating authentic doctor-patient dialogues from online 
treatment platforms and voice transcriptions during medical consultations.

 Distilled Medical Datasets: Integrating general medical knowledge from existing datasets.



Proposed Framework

 Continuous Pre-Training: Introducing a hybrid instruction pre-training mechanism injects rich 
and extensive medical knowledge into the base models, mitigating the problem of catastrophic 
model forgetting at follow-up due to differences in data distribution and format during the pre-
training and fine-tuning phases. 

 Full-parameter Supervised Fine-tuning (SFT): Activating the model's medical instruction-
following ability calls on the dense knowledge from pre-training to facilitate the model's 
understanding of structured instructions and logical reasoning.



Proposed Framework

 Direct Following Preference Optimization: Facilitating model generation of innocuous and 
humanistic responses, regularizing model behavior boundaries, and facilitating robust and 
smooth human preference learning.

 LoRA-based Parameter-efficient SFT: Activating the model's medical instruction-following 
ability calls on the dense knowledge from pre-training to facilitate the model's understanding of 
structured instructions and logical reasoning.



Experimental Results

Evaluated by GPT-4 on the four dimensions of response usefulness, correctness, consistency, 
and fluency, PediatricsGPT significantly outperforms current open-source Chinese medical 
LLMs on the knowledge-driven question-answer task (MedKQ&A), multi-round evidence-based 
Diagnosis task (EviDiag), and treatment recommendation task (Trerecom).



Experimental Results

Evaluated by professional doctors on three dimensions of response professionalism, factuality, 
and safety, PediatricsGPT significantly outperforms current open-source Chinese medical LLMs 
on the knowledge-driven question-answer task (MedKQ&A), multi-round evidence-based 
Diagnosis task (EviDiag), and treatment recommendation task (Trerecom).
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Experimental Results

PediatricsGPT significantly outperforms current open source Chinese medical LLMs on 
publicly available Chinese medical benchmark CMD under metrics-based evaluation.



Experimental Results

PediatricsGPT significantly outperforms current open source Chinese medical LLMs on 
publicly available Chinese medical benchmark webMedQA under metrics-based evaluation.



Experimental Results

Response comparison between PediatricsGPT and current SOTA Chinese medical LLM 
assistants on the knowledge-driven question-answer task.



Experimental Results

Response comparison between PediatricsGPT and current SOTA Chinese medical LLM 
assistants on the treatment recommendation task.



Conclusion

Thanks


