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Our Focus: Real-world 3D editing

Removal, insertion, and replacement

3DGS (3min)



Challenges

• 3D object generation struggles to generalize to scene-level editing

• Novel view synthesis methods have difficulty generalizing across various 
categories

• Instance-level 3D editing is time-consuming

• Heavy reliance on explicit camera poses
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Key motivation

MVInpainter enables 3D editing with a multi-view consistent inpainting manner,
effectively extending 2D generation into 3D scenarios.

2D-inpainting enjoys good performance with large text-to-image models

Original image Reference 1 Reference 2

Consistency and identity preserving



The overall framework of MVInpainter

+ Motion priors from video model (AnimateDiff [1])

Object centric datasets (Co3D, MVImgNet) Forward-facing datasets (DL3DV,Real10k,Scannet++)
[1] Guo Y, Yang C, Rao A, et al. Animatediff: Animate your personalized text-to-image diffusion models without specific tuning. ICLR, 2024.



Motion Priors from Video Models



Reference Key&Value Concatenation (Ref-KV)



Pose-Free Flow Grouping

We utilize the slot-attention to learn high-level flow features for implicit camera control
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Flow grouping outperforms dense flow! (avoiding overfitting inaccurate flow estimation)



Inference Pipline

How to achieve mask locations in inference?



Mask Adaption

Assumption: the 3D box’s bottom face and the basic plane on which 
the object is placed must be the same plane
So these two planes share the same perspective transformation



Implementation Details

• Training setup: 8 A800 GPUs; batch size 64; learning rate 1e-4; MVInpainter-O
100k steps; MVInpainter-F 60k steps; dynamic frame fine-tuneing 10k steps

• Metrics: PSNR, SSIM, LPIPS, CLIP-score, FID, KID, and DINOv2 similarity
(DINO-A, DINO-M)

• Training frame numbers: frame number 12; dynamic frame number 8~24

• Datasets:
Ø Object-centric: Co3D, MVImgNet
Ø Forward-facing: DL3DV, Real10k, Scannet++



Experiments
Object-centric NVS results

Forward-facing inpainting results



Object-centric NVS



Object removal



Compared to NeRF Editing



Object replacement



Scene editing



Scene editing



3DGS reconstruction

We initialize the point cloud through Dust3R or MVS.
The 3DGS is optimized by L1, SSIM, and masked LPIPS losses



NVS results



3DGS results



Robustness of mask adaption



Ablation study and Efficiency



Summary

• MVInpainter is a multi-view consistent inpainting method to expand 2D generations
into 3D scenes by multi-view object removal, insertion, and replacement.

• Motion initialization based on video priors and Ref-KV are presented to facilitate the 
structure and appearance consistency respectively.

• MVInpainter is camera-free. The flow grouping based on the slot-attention is used
to encourage implicit motion control.


