
BitDelta: Your Fine-Tune May Only Be Worth 
One Bit

Method

Serving many full-parameter fine-tuned models is expensive in both 1) 
Storage costs, and 2) Serving costs. 

Solution: Leverage high mutual information between the base model and 
fine-tuned model weights.

Accuracy Results
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Weight Delta: 

Binarized Delta:

To minimize the L2 quantization error:

We initialize α as:

We further optimize the scales by performing model distillation:

We distill on the C4 dataset, using 700 samples of length 128. For 70B 
models, the distillation roughly takes 10 minutes.

Overview of BitDelta.
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Inference Results

● The forward pass is defined as follows:

● Using the BitBLAS W1A16 kernel for the batched deltas.

BitDelta with and without scale distillation.

BitDelta with quantized base models.

Kernel latency.

End-to-end latency.

Memory consumption of deltas.

Main accuracy results.
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