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Using the state-of-the-art video diffusion architecture Open-Sora, we achieved video prediction pretraining on a 

large-scale embodied dataset (OXE). It was then fine-tuned on downstream instruction-action datasets, 

enabling applications in visual instruction action prediction, future action prediction, and other downstream tasks.
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Background and Motivation

We summarized useful structures and key designs from previous methods, such as layer-wise adaptors in 

LLMs, more future frames, and scalable datasets.
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Overall Architecture
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Results: Performance on CALVIN Benchmark
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Results: Performance on OXE small scale dataset
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Move red 
pepper to above 
green towel

Fold the cloth 
from top left to 
bottom right

Put carrot in pot 
cardboard fence

Open the silver pot
Unfold the cloth 
from top left to 
bottom right

Close jar Place wine at rack location Reach and drag

Video Prediction

Simulation
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Move the pan to the front of the microwave.

Move the rag to the other side of the ice cream.

Action Prediction



Thank you!


