


👉We propose a novel in-model latent denoising learning paradigm for visual object tracking,which provides a new perspective for the 
research community. It decomposes the classical explicit denosing process into several denoising blocks and solves the problem with 
atracking network in a single forward pass, which is valuable for real applications.
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👉We present a tracking model including a denoising ViT, comprised of multiple denoising blocks. The denoising process can be completed 
by progressively denoising through the denoising blocks within ViT. Furthermore, we construct a compound memory in the model that 
improve the tracking results using visual features and trajectory.
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👉We design a compound memory that includes both a visual memory and a trajectory memory. The visual memory enhances the model’s 
ability to adapt to changes in the appearance of the target and the environment in the video. Besides, the trajectory memory enables the 
model to continue tracking the target even in the presence of occlusions or disappearances.
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👉Our tracker demonstrates outstanding performance on AVisT, 
a dataset with extreme weather conditions and harsh 
environments. It outperforms SeqTrack384 by 2.4% in AUC, 
substantiating our tracker’s excellence in extreme 
environmental conditions

👉Our method demonstrates superior performance on the 
GOT-10k. Our DeTrack256 achieves a significant 
improvement in AUC compared to SeqTrack256 , with 
increases of 3.0% and 2.4%, respectively. Our DeTrack384 
outperforms the state-of-the-art method ARTrack384 by 
2.4%. 

👉LaSOT is benchmark designed for long-term tracking, 
featuring a test collection consisting of 280 videos. Our 
DeTrack256 achieves an AUC of 71.3%, exhibiting 
performance improvement compared to other methods. 
Additionally, our DeTrack384 also demonstrates state-of-the-
art performance. LaSOText demonstrates the strong 
generalization capability of our approach even with extended 
data, particularly manifesting notable advantages in the 
accuracy of bounding box center point.
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👉Here is the visualization of our denoising process from step 1 to step 12. It demonstrates the gradual denoising from the first 
to the twelfth step, ultimately resulting in the final bounding box.
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👉We also conducted ablation experiments on the lengths of the visual memoryand trajectory memory, as well as on the IoU
threshold and Softmax threshold. Additionally, we performed an ablation study on the overall compound memory.


