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Background and Motivation

Ouyang, et. al. Training language models to follow instructions with human feedback. NeurIPS 2022.

❑ RLHF 
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Background and Motivation

Ouyang, et. al. Training language models to follow instructions with human feedback. NeurIPS 2022.

❑ RLHF – why we need RL

 We use RL training because supervised training teaches the model to lie

1) If the model “knows” the answer, the supervised training 

associates the answer with the question.

2) If the model does not know the answer, the supervised training 

pushes the model to associate the answer with the question 

anyhow.

❑ The limitations of RL

 Instability

 High computational cost
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❑ RLHF is a complex and often unstable procedure

 Eliminating the need for fitting a reward model

Background and Motivation

Rafael Rafailov, et al. Direct Preference Optimization: Your Language Model is Secretly a Reward Model. NeurIPS 2023
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❑ The Impact of Pairwise Data Quality on 𝜷 Selection

Dataset: Anthropic HH

 low gap denotes cases where the chosen and rejected examples are 

closely similar, typically indicating high-quality, informative pairs.

 High gap signifies pairs with larger differences, implying lower-quality 

data.

Background and Motivation
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❑ The Impact of Pairwise Data Quality on 𝜷 Selection

Dataset: Anthropic HH

 low gap denotes cases where the chosen and rejected examples are 

closely similar, typically indicating high-quality, informative pairs.

 High gap signifies pairs with larger differences, implying lower-quality 

data.

Models: Pythia-410M, -1.4B, and -2.8B 

Metrics: win rate

Background and Motivation
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❑ The Impact of Pairwise Data Quality on 𝜷 Selection

 The optimal value of 𝜷 varies with data quality, reflecting divergent 

performance patterns across datasets.

 The dataset exhibits notable outliers.
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❑ The Impact of Pairwise Data Quality on 𝜷 Selection

 The optimal value of 𝜷 varies with data quality, reflecting divergent 

performance patterns across datasets.

 The dataset exhibits notable outliers.

Background and Motivation

Principle 1: The optimal β value should be responsive to pairwise data’s 
quality.
Principle 2: The selection of β value should minimize the influence of outliers
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Method: 𝜷-DPO

❑ Dynamic 𝜷 Calibration at Batch-Level

 Define the reward discrepancy

 Instance-level dynamic 𝜷 adaptation

• 𝛽0 is the DPO benchmark hyperparameter 

(typically 0.1), 

• 𝑀0 is a threshold.

• 𝛼 ∈ [0,1] scales 𝑀i’s influence on 𝛽𝑖.

• When 𝛼 = 0, 𝛽𝑖 = 𝛽0 (standard DPO)
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Method: 𝜷-DPO

❑ Dynamic 𝜷 Calibration at Batch-Level

 Define the reward discrepancy

 Instance-level dynamic 𝜷 adaptation

 Batch-level dynamic estimation methodology

 Estimate 𝑀0 with moving average updating scheme.
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Method: 𝜷-DPO

❑ 𝜷-Guided Data Filtering

 Define the importance of each triplet (𝑥, 𝑦𝑤 , 𝑦𝑙)

 Dynamically estimate the value ofσusing the moving average method:

• 𝑀0 and σ represent the mean and standard deviation of 

𝑀i across the training dataset.
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Method: 𝜷-DPO

❑ 𝜷-Guided Data Filtering

 Define the importance of each triplet (𝑥, 𝑦𝑤 , 𝑦𝑙)

 Dynamically estimate the value ofσusing the moving average method:

• 𝑀0 and σ represent the mean and standard deviation of 

𝑀i across the training dataset.

Note: It is important to highlight that this work does not propose a novel 
filtering method, but we find that filtering enhances stability.
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Method: 𝜷-DPO

❑ Highlights of 𝜷-DPO

 Simplicity: Easy to implement with dynamic β adjustment and data 

filtering

 Efficiency: No additional gold model needed; insensitive to 

hyperparameters

 Model-agnostic: Plug-and-play module compatible with future DPO 

enhancements.

15



Experiment

❑ Dialogue Generation and Summarization

Win Rate Across different Sampling Temperature
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Experiment

❑ Dialogue Generation and Summarization

Win Rate Across different Model Sizes
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Experiment

❑ Adaptations of 𝜷-DPO

 Selective filtering of the top 20% of samples markedly enhances model 

performance.

 Dynamic 𝜷 adapts to and improves upon existing filtering strategies.

 Dynamic 𝜷 Enhancement across DPO Variants. 
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Experiment

❑ Necessity of Batch-Level Dynamic 𝜷 Calibration

 Batch-level calibration surpasses both instance-level and population-level 

approaches.

 Instance-level calibration magnifies the impact of outliers.
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Experiment

❑ Necessity of Batch-Level Dynamic 𝜷 Calibration

 Batch-level calibration surpasses both instance-level and population-level approaches.

 Instance-level calibration magnifies the impact of outliers.

 Our 𝜷-calibration strategy consistently outperforms baseline methods.
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Conclusion

❑ Introduction of 𝜷-DPO:

• Dynamically adjusts 𝜷 parameter based on pairwise data informativeness

❑ Key Components:

• 𝜷-guided data filtering

• Batch-level dynamic 𝜷 calibration

❑ Results and Implications:

• Significant performance improvements across various models and 

datasets

• Offers an adaptable training paradigm for Large Language Models (LLMs) 

with human feedback
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Limitations and Future Work

❑ Adaptive 𝜷 in Self-Play

• Explore dynamic 𝜷 adjustments in self-play scenarios

• Aim to evolve superior model strategies

❑ Automated Parameter Tuning

• Pursue automation in 𝜷 tuning
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Dr. DPO

❑ An enhancement to DPO that addresses label flipping noise in 

training datasets with distributionally robust optimization.

Wu, et. al. Towards Robust Alignment of Language Models: Distributionally Robustifying Direct Preference Optimization. 

under review.
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𝜶-DPO

❑ Addressing limitations in previous methods like DPO and SimPO

by balancing alignment and diversity through KL divergence.

Wu, et. al. 𝜶-DPO: Adaptive Reward Margin is What Direct Preference Optimization Needs. under review. 24
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