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Introduction to 
CLIP and 
Compositionality1



CLIP Overview

Radford et al. "Learning transferable visual models from natural language supervision." ICML, 2021.



Compositionality Challenges

Thrush et. al. “Winoground: Probing Vision and Language Models for Visio-Linguistic Compositionality,” CVPR 2022.

• CLIP models are the cornerstone of recent 
advancements in Generative AI.
• From Text-to-Image/Video /3D synthesis to Vision-

LLMs.

• However, the core building block of our recent 
advancements itself is fundamentally flawed. 

• CLIP models despite being trained billions of image-
text pairs they lack simple compositionality 
understanding.



What kind of synthetic data is 
needed? And how can we utilize it 
more effectively?



TripletData2
Synthetic Hard Negatives at Scale!



Synthetic Dataset Pipeline

• We propose to use the synthetic image-caption negatives.

• Step 1: Large Language Models (LLMs) to generate hard negatives of 
the input captions.

• Step 2: Stable Diffusion Turbo to synthesize the image corresponding 
to the negative captions.





Data Quality Checks

• We evaluate the SOTA models on the subset of 
TripletData like Winoground style.

• We find that despite being synthetic TripletData 
is very challenging for the SOTA CLIP models.

• Additionally, from Table 2, we can observe that 
TripletData maintains the unique # of concept 
synsets. 

• Hence, it does not focus on adding more concept 
diversity but instead focuses on the diversity of 
compositionality.



A quick review:

1. We propose a straightforward yet effective 
hard negative data generation pipeline at 
scale. 

2. We release 13M synthetic negatives data 
(TripletData) to complement CC3M/12M for 
the community to build upon.

But how to utilize this data effectively?



TripletCLIP3



NegCLIP

Empirical evidence shows that having hard 
negative images for loss (similar to NegCLIP) 
only leads to suboptimal performance. 

Hard negative can be extracted either by 
mining or synthetic augmentations.



Importance of hard negative contrastive loss

Empirical evidence shows that having hard negative images for loss (similar to 
NegCLIP) only leads to suboptimal performance.  Therefore, we propose a 

better strategy to utilize the negative images.



Proposed Approach: TripletLoss



Results4



Pretraining Setup

We perform pretraining and finetuning experiments from scratch (incl. 
baselines) for comprehensive evaluations.



Compositionality Evals: SugarCrepe



Traditional Evals



Finetuning Evals



Filtering high-quality TripletData



What’s holding back CLIP models?



Vision Encoder!

• Vision encoder is also important for the compositionality.
• So, it is important for future works to consider this modality!



Limitations & Future Works

In academic setting, we perform small-scale yet comprehensive evaluations. 
However, future work should scale this to wide varity of models and tasks.

LLMs and T2I models will limit the diversity of the of synthetic datasets. 
Hence, alternative solutions are needed. 

Synthetic data creation is resource-intensive task.
Future works should focus on finding the representation level solutions.



We release our code, data, and weights for 
the open-source community!



Thank you!

maitreyapatel.com

patelmaitreya

https://maitreyapatel.com/
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