
SpeechForensics: Audio-Visual Speech Representation 
Learning for Face Forgery Detection

Yachao Liang, Min Yu, Gang Li, Jianguo Jiang, Boquan Li 
Feng Yu, Ning Zhang, Xiang Meng, Weiqing Huang



Motivation

1. Existing facial forgeries are typically performed at the 

frame level, which can lead to temporal inconsistencies. 

2. The movement of the lips is strongly correlated with 

the spoken words of the person, while the audio signal in 

the video can accurately capture them. 

3. In real videos, the speech contents conveyed by the 

mouth movements should be consistent with the 

counterparts extracted from audio signals.



Method

Training Inference



Generalization

Thanks to the self-supervised learning manner, our method shows promising generalization, especially under 

the cross-dataset setting.



Robustness



Interpretability

Detection can also be conducted with differences between transcriptions of lip movements and audio signals.  

But this requires speech recognition models to be able to recognize different languages! 



Ablation Study



Thanks!


