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❈What is Critique Ability?
❆LLM capability to identify and revise flaws in responses

❈Application of the Critique Ability of LLMs
❆LLM-based Automatic Evaluation effectively reduce the cost of human annotation
❆Self-improvement of LLMs highly relies on feedback provided by LLMs
❆Robust reward modeling can be achieved by introducing the chain-of-thought 

critique before providing the final judgment, i.e., the generative RM
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❈There is a lack of comprehensive and reliable dataset for critique ability.
❆Comprehensiveness: insufficient analysis of response qualities and task types, 

critique dimensions and fine-grained failure modes of model-generated critiques.
❆Reliability: GPT-4-as-a-judge for evaluating model-generated critique is unreliable.

❈We construct CriticEval benchmark to solve this problem
❆Cover 9 diverse NLP tasks, from machine translation to coding questions
❆Cover diverse response quality, including low-, medium-, high-quality
❆Cover 4 critique abilities, including feedbacks, comparison, correction, meta-critique
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The human-in-the-loop data annotation pipeline 



❈Evaluate two critique formats: 
❆scalar-based: Likert Score, Preference Label, etc.
❆textual critiques: plain text chain-of-thought critiques

❈Objective Evaluation for scalar-based critique
❆Feedback and Meta-critique: Spearman correlation with human judgments
❆Comparison: Preference Accuracy compared with human judgements
❆Correction: Correction Pass Rate for mathematics and coding questions

❈Sujective Evaluation for textual critique
❆GPT-4 as evaluator with our human-annotated high-quality feedbacks as reference critiques
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❈Correlation between GPT-4 and human judgments

❈Revisions are better as the quality of feedback increases (Consistency)
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❈SOTA models: GPT-4 (closed-
source) 

❈InternLM2 models are app-
roaching much bigger LLMs 
like Qwen series models and 
close-sourced LLMs. 

❈Scaling Phenomenon: Criti-
que ability becomes better as 
the scales of LLMs increase.
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Task types: last 4 tasks are challenging for feedback 
and comparison, while are easier for meta-feedback.

Critique dimensions: correct-
ion is easier than feedback, co-
mparison. meta-feedback is m-
ore challenging than feedback.

• Obvious error is easy to critique and correct
• Complex error is challenging to correct
• Subtle error is hard to critique, while easier to 

correct than complex error

Response quality: High-quality responses are the 
hardest for feedback since they contain lots of 
subtle errors
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Most frequent failure modes are:
• Feedback: missing errors (E1, E2)
• Comparison: lacing effective com 

parison analysis (E7)
• Correction: worse revision (E10)

Lower critique quality are from:
• Feedback: Missing errors or sugges-

tions in evaluated responses (E1, E2) 
• Feedback and Comparison: Inaccurate 

critiques (E3, E4, E8) 



Thanks!
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