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Model Quantization

FP16

INT4

‣ Convert weights from high precision to low-bit representation

‣ Model performance is almost unchanged or the loss is tolerable

‣ Model quantization is one of the main methods of model compression

‣ Its core problem lies in how to convert weights into appropriate 
low-precision representations



Weight Representation Methods
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1 LLM.int8(): 8-bit Matrix Multiplication for Transformers at Scale. Tim Dettmers, et al. 2022.
2 GPTQ: Accurate Post-training Quantization for Generative Pre-trained Transformers. Elias Frantar, et al. 2023.
3 Extreme Compression of Large Language Models via Additive Quantization. Vage Egiazarian, et al. 2024.



Rank & Floating Precision

‣ Our motivation is that both floating point precision and rank are very important
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1-bit Linear Architecture



Knowledge Transfer
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Teacher guide student Data Generation1

1 LLM-QAT: Data-Free Quantization Aware Training for Large Language Models. Zechun Liu, et al. 2023.



Weight Initialization
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Capability Evaluation
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Problem Solving Ability

‣ Similar to but stronger than other 
baseline models

‣ The ability is significantly reduced 
on some datasets



Instruction Following Ability



Efficiency at Inference-time

Pos(·) indicates the instruction to set the sign of the floating point number to positive; 

Neg(·) indicates the instruction to set the sign of the floating point number to negative.
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