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Problem

• Train or fine-tune neural network with tensor layers (e.g. convolutions) in a low-rank
memory efficient format

• train networks in a rank-adaptive fashion

• Avoid instabilities of factorized gradient descent
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Original dynamics

W ∈ Rn1×···×nd , full-training consists in discretizing the gradient flow

Ẇ = −∇L(W (t))
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Tucker representationFull representation

Tucker decomposed layer:

Wi1,...,id = C j1,...,jdU
(1)
j1,ii

. . .U
(d)
jd ,id

Block-dynamics:

U̇(i) = −∇U(i)L(C ×j U
(j))

Ċ = −∇CL(C ×j U
(j))
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Low-rank dynamics approximation
Mρ := {W ∈ Rn1×···×nd | rank(Mati(W)) = ri}, ρ = (r1, . . . , rd)

Ẇ = −PTWMρ∇L(W )

Best 1st order local approximation of the orig-
inal dynamics

U̇(i) = −(I − U(i)U(i)⊤)Mati(∇L(W ) ×
j ̸=i

U(j)⊤)Mati(C )†

Ċ = −∇L(W )
d
×
j=1

U(j)⊤

space: O(
∏d

i=1 ni ri +
∏d

i=1 ri )
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Results

• Theoretical guarantees of approximation of the original problem and descent of the loss,
together with convergence to critical points in the stochastic setting

∥W (t)− C (t)×j Uj(t)∥ ≤ c1ε+ c2λ+ c3τ/λ

lim inf
t→∞

E∥∇L(W (t + 1))×j Uj(t)Uj(t)
⊤∥2 = 0

• Efficient and robust integration of the projected system to optimize the neural net
(constants ci do not depend on the singular values!)

• Variety of different experiments ranging from low-rank training from scratch to
fine-tuning pretrained models
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Experiments

Figure: Compressed training from scratch
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Experiments

Figure: Fine-tuning with low-rank tensor and matrix adapters
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Poster

We are happy to welcome you at our poster session for further discussion

Friday 13 December, 4:30-7:30 pm local time
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