
Samba: Severity-aware Recurrent Modeling for Cross-
domain Medical Image Grading

1. Westlake University, China      2. Jarvis Research Center, Tencent Youtu Lab, China

Qi Bi, Jingjun Yi, Hao Zheng, Wei Ji, Haolan Zhan, Yawen Huang, Yuexiang Li, Yefeng Zheng



Problem Statement

• Disease grading aims to assess the severity level of a disease or a 
pathological region from a medical Image

• The development of a disease is a continuous progress



Problem Statement

• Assumption: the medical images used for training and inference are 
independently & identically distributed (i.i.d.)

• Within-level discrepancy & cross-level similarity 



Problem Statement

• From the same unseen domain, instead of those from the same 
grade level, to be clustered in the feature space



What’s New?

• We develop a Severity-aware Recurrent Modeling, dubbed as Samba, 
for general disease grading within- and cross-domain medical images.

• We propose to encode the image patches in a recurrent manner to 
capture the decisive lesions and transport the critical information.

• An EM-based state recalibration mechanism is designed to reduce the 
impacts of cross-domain variants by mapping the feature embeddings 
into a compact space.

• Extensive experiments on three cross-domain disease grading 
benchmarks show the effectiveness of the Samba against the baseline.



Methodology

• What’s Selective State Model (SSM)?



Methodology

• What’s Selective State Model (SSM)?

Selective scan in Vmamba

Disclaimer: image from 
Vmamba: Visual state space model. arXiv preprint arXiv:2401.10166, 2024.



Methodology

• Framework Overview 



Methodology

• Key Module 1: Bi-directional Design

-- The embeddings are first input to the bidirectional Mamba layers to 
store and transport the information about decisive lesions.

-- With the guidance of global severity awareness, the update of 
hidden states can selectively ignore information about low-level 
lesions, primarily preserving information about the most severe lesions. 



Methodology

• Key Module 2: E-M based State Recalibration 

-- To reduce the impact of domain shift, we aim to map the 
features into a more compact space by feature recalibration.

-- Feature distribution of background and grading-related lesions 
is modeled by a Gaussian Mixture Model (GMM)



Methodology

• Key Module 2: E-M based State Recalibration 

-- E-step: estimate the severity basis

-- M-step:  severity base likelihood maximization



Methodology

• Key Module 2: E-M based State Recalibration 

-- Moving averaging is adapted to update the bases when training



Experiment

• Datasets



Experiment

• Experiment 1:  

Impact of iteration number T & severity base updating approaches



Experiment

• Experiment 2:  

Recurrent Patch Modeling & Each Component



Experiment

• Experiment 3:  

Category-wise performance & Impact of GMM number 



Experiment

• Experiment 5:   Comparison with State-of-the-art



Experiment

• Visualization



Experiment

• Visualization



Thanks for your attention!
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