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Video editing with canonical image

• Video representation with canonical image: Canonical-based methods simplify 

video editing by consolidating content into a single image, allowing precise spatial 

control and maintaining temporal consistency.

• Main challenge: Current canonical-based methods DO NOT stipulate that the 

canonical image must be a natural image, which complicates downstream video 

editing tasks.
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Video editing with canonical image

• Current method: CoDeF fails to generate the natural canonical image, resulting in 
artifacts in the video.

Canonical image Canonical image Canonical image

Style transfer Video editing Dynamic segmentation

Reconstruct after editing
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Introduction

• Video representation with diffusion prior.
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Framework

• Overview: Our method aims to represent an input video sequence with a natural
canonical image, crucial for versatile downstream applications.
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Framework

• Video representation with hybrid deformation field and canonical field.

ØDeformation field: Formed by the combination 

of Homography and Residual MLP.

ØCanonical field: The unnatural canonical image 

will be regularized and corrected by 

diffusion prior.
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Framework

• Diffusion prior for canonical image refinement.

ØLatent diffusion model: We introduce diffusion 

priors, which successfully generate Natural

Canonical image.

ØLoRA fine-tune: Ensures that the diffusion 

model generates high-quality natural canonical 

images tailored to the testing sequence.
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Noise and diffusion prior update scheduling
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• Hierarchical scheduling: Ensures the final canonical image matches per-step 
update quality, accelerating training by 14 times (from 4.8 hours to 20 minutes).
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Separated NaRCan

• Challenge: Relying on a single natural canonical image to represent 
overly complex scenes is impractical and unrealistic.
• Video segmentation and canonical image interpolation.
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Experimental results

• Video style transformation.
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Experimental results

• Video editing (a) and segmentation (b).
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Ablation studies

• Homography, Residual Deformation MLP and Diffusion prior.
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Ablation studies

• Trade-off between reconstruction quality and temporal consistency 
with varying separations.
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Thanks for your attention!
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