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1 Background

Various sensor 

combinations available

Widespread application of 

emerging wearable devices

➢ Modal awareness imagination module (MAIM)

➢ Semantic & modal calibration contrastive learning (SMCCL) 

➢ Multi-level cross-branch temporal attention mechanism (MCTA)

Incomplete multimodal signals Temporal context modelingChallenges

Contributions

Uncertainty of various factors



2 Method

◼ Overall framework Missing rate: At least one mode is kept in one instance



◼ SMCCL

2 Method



2 Method

◼ MCTA (N*L, C, D)→ (N, L, C*D/S)



3 Experiment

◼ Quantitative results



3 Experiment

• As the missing rate 

increases, the performance 

of other methods begins to 

decline significantly. 

• CIMSleepNet exhibits 

amore stable trend. 

◼ Quantitative results



3 Experiment

◼ Qualitative results



3 Experiment

◼ Ablation studies



3 Experiment

◼ Other analysis



4 Conclusion

◆ We try to challenge multimodal ASS under incomplete modalities by proposing CIMSleepNet. 

◆ MAIM reconstructs missing modality data by establishing interactions among modalities, which 

allows for the provision of complete modality data support for subsequent components.

◆ SMCCL ingeniously leverages semantic information and modal information to subdivide similarity 

into three levels, thereby simulating real data distribution.

◆ MCTA mechanism accomplishes comprehensive temporal context modeling, further improving the 

expressive ability of latent temporal representations. 
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