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Background

• Labeled Training Dataset: P̂ = {(xi, yi)}Ni=1
IID∼ P

• Selected Hypothesis: ĥP̂ ∈ argminh∈H
1

|P̂|

∑
(x,y)∈P̂ L(h(x), y)

• Unlabeled Test Dataset: Q̂ = {xi}Ni=1
IID∼ QX

• Real Situation: Non-IID Data P 6= Q

1. Out-of-distribution Detection
2. Domain Adaptation
3. Transfer Learning
4. Data Augmentation



Research Issue

• Question: How to quantify the applicability of a hypothesis derived from training samples
to test samples?

• Challenge: The labels of test samples are unaccessible.

• Contribution: Evaluate the distribution discrepancy between training and test samples
without accessing the test labels.

— Small Distribution Discrepancy: The hypothesis is applicable to the test samples.
— Large Distribution Discrepancy: The hypothesis is not applicable to the test samples.



I-Divergence

• Expected Risk:

εP(h) =

∫
Y

∫
X
L(h(x), y)P(x, y) dxdy

• Distribution Discrepancy: the difference between the expected risks of the hypothesis

d(P,Q | ĥP̂) =
∣∣∣εP(ĥP̂)− εQ(ĥP̂)∣∣∣ .

• Challenge: Cannot sampling test samples with labels from Q(x, y)
• Insight: Transfer the sampling patterns to the training distribution P(x, y)

Q(x, y) = Q(x)
P(x)︸ ︷︷ ︸

Density Ratio:r(x)

· Q(y | x)
P(y | x)︸ ︷︷ ︸

Likelihood Ratio:v(x,y)

·P(x, y),



I-Divergence
Density Ratio

• Model the Density Ratio by a network:

r(x) = Q(x)/P(x) ∈ R(ĥP̂)

• Estimated distributions: use the density ratio r to estimate distributions

P̃(x) = Q(x)/r(x), Q̃(x) = P(x) · r(x)

• Objective Function: Minimize the KL divergence between the actual distributions and the
estimated distributions

min
r∈R(ĥP̂)

KL
(
P(x) ‖ P̃(x)

)
+ KL

(
Q(x) ‖ Q̃(x)

)
,

s.t.

∫
P̃(x) dx = 1,

∫
Q̃(x) dx = 1.



I-Divergence
Likelihood Ratio

• Derive the Likelihood Ratio by minimizing the generalization error bound

• Generalization Error Bound of the distribution discrepancy

BL

√
ln(2/δ)

∑
(x,y)∼P̂ |r̂(x)v(x, y)− 1|2

N
+BLEP [v(x, y)]

√
B(δ/2, N)

µ

• Objective Function:

min
v∈V(r̂)

ÊP̂
[
v(x, y) +

γ

2
(r̂(x)v(x, y)− 1)2

]
,

s.t. ÊP̂ [r̂(x)v(x, y)] = 1,



I-Divergence
Hypothesis Applicability Evaluation

Using the estimated Density Ratio r and Likelihood Ratio v, we can estimate the distribution
discrepancy between P and Q by

d̂
(
P̂, Q̂ | ĥP̂ , r̂, v̂

)
= ÊP̂

[
|r̂ (x) v̂(x, y)− 1|L(ĥP̂(x), y)

]



Experiments
Setting

• Metric: AUROC

• Positive: distribution discrepancy within the same distribution P

d̂
(
P̂, P̃ | ĥP̂ , r̂, v̂

)
, P̂ iid∼ P, P̃ iid∼ P

• Negative: distribution discrepancy between two different distributions P and Q

d̂
(
P̂, Q̂ | ĥP̂ , r̂, v̂

)
, P̂ iid∼ P, Q̂ iid∼ Q



Experiments
ImageNet vs Other Datasets

Table: Distribution Discrepancy Between ImageNet and Other Test Datasets.

Training Network Test ACC (CLIP) MSP NNBD MMD-D H-Div R-Div I-Div

ImageNet

ResNet50

OIDv4 43.9 100.0 91.7 94.6 100.0 94.6 69.3
Caltech256 36.6 100.0 91.4 95.6 100.0 100.0 72.4
Flowers102 5.1 100.0 98.6 100.0 100.0 100.0 100.0

DTD 11.9 100.0 98.7 100.0 100.0 100.0 100.0

ViT-B/16

OIDv4 50.6 100.0 88.6 92.6 100.0 92.6 62.6
Caltech256 40.4 100.0 94.8 100.0 100.0 100.0 71.9
Flowers102 5.1 100.0 98.1 100.0 100.0 100.0 100.0

DTD 13.9 100.0 99.7 100.0 100.0 100.0 100.0



Experiments
Original Data vs Corrupted Variants

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Noise Rate

10

20

30

40

50

60

70

80

90

A
C

C

Noise Added to Test Data

Gaussian
Salt & Pepper
Uniform
Speckle

(a) Classification
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(b) Distribution Discrepancy: I-Div

Figure: Distribution Discrepancy between Original Data and its Corrupted Variants with Different
Noise Rate. (a) shows the classification performance of the standard network for the test datasets
containing corrupted samples. (b) presents the distribution discrepancy in terms of AUROC.



Conclusions

Contributions:

• I-Div estimates the distribution discrepancy without accessing the test label.

• I-Div evaluates the applicability of a hypothesis on test data.

Future Work:

• estimate the distribution discrepancy without accessing the training data.

• evaluate the applicability of a large pretrained model.



Thank you!

Comments & Suggestions:
zhaozhl7@hotmail.com


