




Class-Incremental Learning:
models classify images within only 
previously encountered classes.

Multi-Task Incremental Learning:
models classify images from both 
seen and unseen domains based 
on the given domain-identities.

Cross-domain Task-Agnostic 
Incremental Learning:
models classify images from both 
seen and unseen domains without 
any domain-identity hint.



• How to preserve the zero-shot ability of the 
pre-trained VLM?

• How to distinguish data from different newly 
learned domains?

• How to avoid forgetting on continually learned 
domains?

• Freeze the pre-trained VLM.
• Cooperate primal & dual regression methods 

with non-linear projections.
• Extend the closed-form solutions of regression 

methods to an continual learning manner.

Both primal & dual regression methods can classify 
images into their respective domains accurately 
without domain identity hint.



Ridge Regression:

Dual Ridge Regression:

Optimization target:



i) Determine if the test image 
belongs to seen domains (ID) 
or unseen domains (OOD).

ii) Refine the prediction 
through RAIL adapter.

Train on streaming datasets 
based on aforementioned 
solutions.



• Transfer: the extent to which the zero-shot 
ability is preserved.

• Last:  the learner’s adaptability to new 
domains.

• Average: the average accuracy of all learning 
steps across all domains.



 Accuracy (%) on five domains changes over all learning steps.

• No reference dataset.
• Parameter efficiency.
• Closed-form solutions -> require only one epoch!




