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How do LLMs handle multilingualism?

❏ Existing LLMs exhibit certain multilingual abilities (at least for some languages)
❏ But a fundamental question: how do LLMs handle multilingualism?
❏ We won’t be able to (efficiently) enhance the multilingual ability without having answers (or even certain 

clues) to this question
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❏ What do we know for now
❏ (Traditional) multilingual research: mainly works on understanding the cross-lingual transfer ability

❏ train on English labeled data, perform tasks in other languages
❏ More recent explainability-style studies

❏ We show that feed-forward layers emulate neural memories, where the first parameter matrix in 
the layer corresponds to keys, and the second parameter matrix to values. [1]

❏ … indicate that LMs process the input by transmitting the information relevant to the query from 
mid-sequence early layers to the final token using the attention mechanism [2]
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Investigating the embeddings first

❏ To gain an initial understanding, we analyze the decoded embeddings after each layer when processing 
inputs in various non-English languages. 

❏ We then classify these embeddings as corresponding to either English or non-English tokens
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Non-English  =>  English  =>  Non-English



Put all together: A new framework

❏ In the first several layers, LLMs understand the user input and convert the diverse linguistic features into a 
unified representation. 

❏ Transitioning to the task-solving phase, LLMs solve the tasks by thinking in English and incorporating 
multilingual knowledge, leveraging the self-attention and feed-forward structures respectively.

❏ Finally, models generate responses that align with the original language of the query.
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Detect language-specific neuron

❏ How to validate such a framework: deactivate relevant neurons
❏ We propose a method to detect language-specific neuron with 

pure free text (aka unlabeled data) of certain languages

❏ Just deactivating around 0.13% neurons, LLMs almost lose 
multilingual capabilities (26.6 => 0.37)
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Verify the framework

Approach: deactivate certain language-specific neurons of certain structures and observe the performance gap 
for English and Non-English tasks

❏ comparisons: language-specific neurons v.s. random neurons
❏ metrics: 

❏ The gap between the original performance and performance after deactivation for English (ΔEng) 
and averaged non-English languages (Δn-Eng)

❏ A single metric Δ = ΔEng − Δn-Eng, where a high value indicates such deactivation operation does 
not bring much impact to the English performance but lead to performance drop in non-English.
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Verify the framework - Understanding

(i) neurons randomly selected from the understanding layers
(ii) neurons randomly chosen across all layers
(iii) language-specific neurons within the understanding layers
(iv) language-specific neurons in the task-solving layers
(v) language-specific neurons in the generation layers.

9

randomly deactivating neurons (wherever 
they are) => almost unaffected
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English unaffected, but target 
languages are greatly impacted

✅ prove our 1st hypothesis



Verify the framework - Reasoning
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randomly deactivating neurons in 
task-specific layer matters most



Verify the framework - Reasoning
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English is also destroyed if 
deactivating both attention and 
FFN layers

But it can be preserved if we 
only deactivate the FFN layers



Verify the framework - Multilingual Knowledge
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Verify the framework - Generation
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How can we utilize such a framework: Enhancement!

We have (basically) verified the proposed framework via deactivating certain neurons.

❏ We can also enhance their multilingual ability
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How can we utilize such a framework: Enhancement!

We have (basically) verified the proposed framework via deactivating certain neurons.

❏ We can also enhance their multilingual ability
❏ Mainly focus on the understanding and generation ability first, since extending the reasoning abilities or 

broadening the knowledge base may require more specific data preparation
❏ Approach: tune language-specific neuron with only <1k documents!
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