
UniDSeg: Unified Cross-Domain 3D Semantic Segmentation 

via Visual Foundation Models Prior 

Motivation & Contribution

Currently, DA3SS and DG3SS methods have primarily focused on generalizing or adapting

between synthetic and real scenes. This leaves a gap in exploring a universal framework,

enabling the generalization and adaptation of 3SS models across datasets.

• Our method is groundbreaking in introducing the prompt-tuning concept into the

universal model for DG3SS and DA3SS tasks.

• We propose a novel learnable-parameter-inspired mechanism to the off-the-shelf VFMs,

which maximally preserves pre-existing target awareness in VFMs to further enhance its

generalizability.

Method

Overview:

We introduce a novel task-specific VFM-based encoder, which is guided by point-

level prompts from 3D information. We place layer-wise learnable blocks to take full

advantage of semantic understanding of diverse levels and modalities, which inherits

potential target information of VFMs into the current training model.
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Experiments & Ablation Studies & Visualization

Multi-modal DA3SS & DG3SS

VFM-based Encoder with Different Training Strategies for DG3SS

Fully-supervised 3SS Results on the SemanticKITTI Validation Set

Source-free DA3SS

VFM-based Encoder:

It is designed to learn alternately between two lightweight modules: Modal Transitional Prompting

(MTP) and Learnable Spatial Tunability (LST) .

MTP is designed to capture 3D-to-2D transitional prior and task-shared knowledge of this

information from the prompt space, before being fed into layer Ll .

LST is introduced to bridge the discrepancy between the pre-training dataset and the target scene

in the query space for seeking matched prompting after encoding in layer Ll .
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