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Backgrounds 

• Machine Unlearning (MU) aims to remove the influence of samples
from a pre-trained model, ensuring the model behaves as if it has 
never encountered those samples.

• Existing MU methods are mainly divided into two categories: exact 
MU and approximate MU: 
• Exact MU ensures that the parameter distribution of the unlearned model is 

identical to that of a model trained from scratch without seeing the 
forgetting samples. The computational cost of retraining in response to every 
forgetting request is prohibitive.

• Aproximate MU guides the unlearned model output distribution to 
approximate the output distribution of RT. Using KL divergence to measure:



Revisit Approximate MU Methods via Vanilla Gradient Descent

• The vanilla gradient descent for approximate MU in Euclidean distance:

• The optimization problem of Approximate MU:

(a): seeks to eliminate the influence of the target forgetting samples 

(b): aims to maintain the performance on the remaining samples

(c): employs the metric to constrain the magnitude of each update



Approximate MU in Remain-preserving Manifold

Challenges in Hessian Approximation: 
computationally demanding

How to constrain parameter updates to minimally impacts the retained performance?

• The gradient descent for approximate MU in remain-preserving KL divergence:



Proposed Method
• Implicit Online Hessian Approximation (R-on)

We propose a fast-slow weight method for implicitly approximating the desired updates: 

The model obtained after fine-tuning is approximately equivalent to updating
the current model in the Hessian-adjusted unlearning directing.



Proposed Method

• Forget-Remain Balanced Weight Saliency (S)

• Sample-wise Adaptive Coefficient for Gradient Ascent (F)

A heuristic estimation for coefficients weighting the unlearning loss.

Using empirical loss as an evaluation metric for sample contribution.

Using the diagonal of the initial model’s Fisher information matrix on forgetting
and remaining to enhance the unlearning process.

Focus on the parameters that are crucial for erasing specific samples or concepts.



Saliency Forgetting in the Remain-preserving manifold online (SFR-on) 

• In the inner loop for fast weights, we use adaptive coefficients to weight the forgetting
gradient ascent with the weight saliency map to serve as the unlearning update. 

• Slow weights in outer loops update by linearly interpolating the fine-tuned parameters
in weight space, achieving an estimated steepest descent for approximate MU under the 
remaining output constraint.

• Our SFR-on does not require adaptation to specific application tasks.



Results on Random Forgetting in Image Classification Tasks 

• SFR-on most closely aligns with RT in the averaging metric disparity and 
exhibits the smallest output KL divergences w.r.t. RT.

• Replacing (R) with our (R-on) remarkably improves the image fidelity of the 
remaining classes, but the forgetting class images still show low-quality
textures. 

• Our (F) and (S) effectively direct the unlearning process towards the 
approximate MU, ensuring that the performance of the unlearned models
closely mirrors that of RT.



Results on Class-forgetting in Image Generation Tasks 

• Class-wise forgetting 
on CIFAR-10 using 
DDPM

• Our SFR-on effectively 
removes the ‘cat’ class 
by yielding high-
quality pictures without 
discernible semantics

• Our SFR-on maintains 
the high fidelity of 
images across non-
forgetting classes.



Results on Class-forgetting in Image Generation Tasks 

• Class-wise forgetting in 
image generations of 
ImageNet with DiT.

• Our SFR-on successfully 
forgetting the target 
class without degrading 
the general generative 
capability.



Conclusion

• We provide a novel perspective to unify previous approaches by 
decomposing the vanilla gradient descent direction of approximate
MU into three components: weighted forgetting gradient ascent, 
remaining gradient descent, and a weight saliency matrix.

• We derive the steepest descent direction for approximate MU on the 
remain-preserved manifold.

• We propose a fast-slow weight method to implicitly approximate
online Hessian-modulated salient forgetting updates.

• We conduct experiments on a wide range of CV unlearning tasks
across multiple datasets and models of different architectures, 
verifying the effectiveness and efficiency of our method.



Thanks


	Slide 1: Unified Gradient-Based Machine Unlearning with Remain Geometry Enhancement
	Slide 2: Backgrounds 
	Slide 3: Revisit Approximate MU Methods via Vanilla Gradient Descent
	Slide 4: Approximate MU in Remain-preserving Manifold
	Slide 5: Proposed Method
	Slide 6: Proposed Method
	Slide 7: Saliency Forgetting in the Remain-preserving manifold online (SFR-on) 
	Slide 8: Results on Random Forgetting in Image Classification Tasks 
	Slide 9: Results on Class-forgetting in Image Generation Tasks 
	Slide 10: Results on Class-forgetting in Image Generation Tasks 
	Slide 11: Conclusion
	Slide 12: Thanks

