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Motivation

The motivation behind this paper is to address the challenges in graph learning, 

particularly in dynamic contexts where graphs grow over time with new nodes and 

edges. The paper highlights the issue of catastrophic forgetting in Graph Neural 

Networks (GNNs) when updating graph representation learning methods with new 

data, leading to a loss of previously acquired knowledge. Furthermore, it 

emphasizes the critical challenge of label scarcity for newly introduced nodes, 

which complicates the design of effective regularization strategies and hampers 

the ability of existing graph continual learning methods to generalize in graph few-

shot learning scenarios. The main contributions of this paper are as follows:

Overview of the Mecoin framework for GFSCIL. (a)Graph neural network: 

Consists of a GNN encoder and a classifier(MLP) pre-trained by GNN. In 

GFSCIL tasks, the encoder parameters are frozen. (b)Structured Memory 

Unit: Constructs class prototypes through MeCs and stores them in SMU. 

(c)Memory Representation Adaptive Module: Facilitates adaptive knowledge 

interaction with the GNN model.

• Design of Mecoin: The paper introduces Mecoin, a novel framework that 

effectively mitigates catastrophic forgetting in Graph Few-Shot Class-

Incremental Learning (GFSCIL) by integrating the Structured Memory Unit 

(SMU) and Memory Representation Adaptive Module (MRaM).

• Structured Memory Unit (SMU): The SMU is designed to efficiently learn class 

prototypes by facilitating interaction between node features and existing class 

prototypes, while extracting local graph structures of input nodes.

• Memory Representation Adaptive Module (MRaM): The MRaM is proposed to 

reduce the loss of prior knowledge during parameter fine-tuning by decoupling 

the learning of class prototypes from node probability distributions.

• Analysis of Separation Benefits: The paper analyzes the benefits of separating 

class prototype learning from node probability distribution learning, 

considering generalization error bounds and VC dimensions. It also explores 

how different MRaM-GNN interaction patterns affect model performance.

• Empirical Studies: Through extensive empirical studies, the paper 

demonstrates Mecoin's significant advantages over current state-of-the-art 

methods.

Methodologies SMU for class prototypes

The outcomes of GKIM when conducting the few-shot continuous learning 

task on the CoraFull, Computers and CS datasets. The results are 

presented sequentially from left to right: GKIM with full capabilities, GKIM 

where node features do not interact with class prototypes in the SMU, 

GKIM without GraphInfo and GKIM without MeCs . The experimental 

results for CoraFull are shown in the above figure, the results for 

Computers are in the middle and the results for CS are in the figure below.
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Experimental results

SMU for class prototypes

The comparative analysis of the mean performance, accuracy curves and 

memory utilization of HAG-Meta, Geometer and Mecoin across 10 sessions 

on CoraFull, conducted under the experimental conditions delineated in 

their respective publications.

Theory

Mecoin has a lower upper bound on the generalization error, and a larger 

VC dimension compared with other GNN models.

Left 2 columns: Line charts depict the performance of models across 

various sessions on the CoraFull and CS datasets when using different 

distillation methods; Right 2 columns: Histograms illustrate the forgetting 

rates of different distillation methods on these two datasets.
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