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Motivation

• Representative PEFT methods do not reduces the computation during inference compared
to full tuning. 

• Dynamic networks  helps to reduce model inference costs. However, they primarily focus on pre-
training from scratch or full tuning on the same dataset, without considering data domain transfer

• How to develop dynamic modules together with PEFT methods to enhance both parameter and 
inference efficiency during ViT adaptation



Methodology-Dynamic Tuning



Methodology-Model Variants

Since the impact of skipping tokens in these blocks during the adaptation fine-tuning remains non-trivial 
to estimate and has not been explored in previous works, we propose four model variants

• Attn Dispatch: Considering the quadratic computational complexity of the Attn block with respect to the token 
numbers, skipping tokens before applying Attn can significantly reduce computation.

• MLP Dispatch: MLP takes ∼63.5% FLOPs in ViT-B/16 and propose to skip tokens only before MLP.

• Attention-MLP Dispatch: Skipping tokens before both self-attention and MLP blocks.

• Layer Dispatch: we can dispatch tokens before a transformer layer



Methodology-MoE-Adapter

• Adapter is responsible for processing 
all tokens, requiring it to have enough 
capability

• MoE-adapter enhances the capability 
of the adapter with introducing 
negligible computation cost.
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