
• Different from DCNv3/DCNv4
• We Decouple deformable filed into 

Direction  and Scales

• Initianlize 𝑠!
" with following equation 

to achieve Groupswise MultiScale 
 

FlowDCN: Exploring DCN-like Architectures for Fast 
Image Generation with Arbitrary Resolution 

Motivations
Arbitrary-resolution image generation still remains a challenging 
task in AIGC, as it requires handling varying resolutions and 
aspect ratios while maintaining high visual quality. Existing 
transformer-based diffusion methods suffer from quadratic 
computation cost and limited resolution extrapolation capabilities, 
making them less effective for this task. In this paper, we propose 
FlowDCN, a purely convolution-based generative model with linear 
time and memory complexity, that can efficiently generate high-
quality images at arbitrary resolutions. Equipped with a new design 
of learnable group-wise deformable convolution block, our 
FlowDCN yields higher flexibility and capability to handle different 
resolutions

• Explore Pure DCN-like arch for image generation
• DCN consumes Linear Complexity compared to Attention
• DCN can handle Aribitrary Resolution Generation 

Selected arbitrary-resolution samples (384x384, 224x448, 448x224, 256x256)

Method-GroupwiseMSDCN

Method-FlowDCN

samples from our FlowDCN- XL/2 and SiT-XL/2 with Euler ODE solver under 2, 3, 4, 5, 8, 10 steps using the same noise 

The basic block:

Training with rectified flow:

Method-Sampling Arbitrary Resolution

Smax Adjustment :
Adjust Smax with corresponding resolution
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• Motivations
• Methods
• Experiments
• Visualizations

Presenter: WangShuai



FlowDCN

• Direct Motivation
• DCN-like arch models are much powerful than others (Generally)
• DCN-like arch owns relatively higher dynamics compared to CNN
• DCN-like arch enjoys relatively sparse pattern compared to Transformer

Table from DCNv3/DCNv4 Table from MambaOut



FlowDCN

• Revisit DCN module
• DCN prediction

• Deformable field (offsets)
• Dynamic weight (DCNv3/v4)

• Softmax (DCNv3)
• unbounded (DCNv4)



FlowDCN

• Improve DCN module with MultiScale
• Multiscale is pivotal for CV tasks
• Deformable-DETR employs FPN (explict) as MultiScale feature
• Retentive Net uses different gamms decay rates for different heads



FlowDCN

• Groupwise MultiScale DCN module

• Decouple deformable field
• Into Directions
• Into Scales

• Introducing scale priors groupwise



FlowDCN

• Experiments on ImageNet
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• Experiments on ImageNet



FlowDCN

• Visualizations on ImageNet
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• Resolution Extension
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• Resolution Extension


