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Background

● Traditional large language models fail to support lifelong conversations.
● Conversational LLMs with context comprehension, memory, and 

efficiency are gaining attention.
● Multi-turn dialogue LLMs like ChatGPT and MOSS are being released 

to wide acclaim.

Research on memory-capable streaming dialogue generation 
can lead to improved user experiences.



Challenges
● Fixed context length during pre-training restricts generation length.
● Standard attention complexity grows quadratically, increasing computational costs.
● Local attention leads to loss of dialogue memory and inconsistent context.

End-of-Utterance (EOU) often attracts more attention. 



Method

● Short-memory 
Reconstruction

● Long-memory 
Reactivation

● Supervised 
Learning



Method
1. Short-memory Reconstruction

We design a dialogue reconstruction task aims at recreating dialogues based on 
EOUs after each sentence to enhance the EOUs' ability to aggregate information.



Method
2.  Long-memory Reactivation

We design a dialogue recall task that aims to recall and reproduce previously 
mentioned dialogues, enhancing the model's ability to extract historical information 
from EOUs and thereby improving long-term memory capabilities.



Method
3.  Supervised Learning

We compress sentence information into corresponding EOUs. For dialogue generation, 
we retain only the first token, all EOUs, and the two most recent sentences. This task is 
used to train LLMs through supervised learning to adapt to replacing full dialogues with 
EOUs, ensuring coherent and consistent dialogue generation.



Compare

Compared to other 
attention-based 
methods, our 
method not only 
retains historical 
information but 
also stores only a 
few tokens to 
increase speed and 
save resources.
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Figure 11: Attention maps under different settings
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Experimental Results
Analysis of EoU tokens’ information aggregation capability

Accuracy: 68%
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