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Background

● Dense object detection enjoys a wide of applications, including surveillance 
video tracking by the police and merchandise recognition for online shopping.

● An inherently challenging is: it requires predicting the bounding boxes for all 
objects present in a given image irrespective of their shape, size, and 
number.

● The inborn complexity of images, such as shadow/occlusion, image size, 
shape, color, and texture could also pose a significant hindrance in the 
detection process resulting in a lower accuracy.

● Existing efforts have been made to address above key challenges, including 
two-stage (R-CNN [1]) and one-stage (RetinaNet [2], FCOS [3]) approaches.

[1] Girshick, Ross, et al. "Rich feature hierarchies for accurate object detection and semantic segmentation." Proceedings of the IEEE conference on computer vision and pattern recognition. 
2014. [2] Lin, Tsung-Yi et al. “Focal Loss for Dense Object Detection.” 2017 IEEE International Conference on Computer Vision (ICCV) (2017): 2999-3007. [3] Tian, Zhi, et al. "Fully 
convolutional one-stage 3d object detection on lidar range images." Advances in Neural Information Processing Systems 35 (2022): 34899-34911.



Challenge

Figure 1: Bounding boxes produced by GFocal [4], GFocal-V2 [5], and AIRS, where 
GFocal, GFocal-V2 still tend to generate unnecessary bounding boxes resulting from 
false positive anchors, comparing to the proposed AIRS model.
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Methodology



Generation of Masked Evidential Q-value

We use masked evidential Q-value to select optimal action, and the 
reward is measured by target patch quality score resulting from that 
action.
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Experiment Results

Table 1: Detection performance comparison on all three datasets along with their challenging subsets



More detailed analysis

Figure (a)-(b): Average number of detections per test image based on the bounding box area on 
MS COCO and OpenImages V4. Figure (c): Ablative study on epistemic uncertainty to deep 
Q-evaluation.


