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Motivation: Adversarial robustness and privacy trade-off

For a general deep learning model:

More severe privacy risks on AT: 
• Larger generalization error
• Higher sensitivity
• Robust overfitting



Label Mapping Visual Prompting Models
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Design of Label Mapping Visual Prompting Models:



Design of Visual Prompting



Characteristic of LM-VP
(1) Insufficient training data in LM-VP

Lower sensitivity of LM-VP:
• Highest transferred 

adversarial robustness on 
1000 subest training

• Similar standard accuracy 
on 10000 subst training 



Characteristic of LM-VP

(2) Rapid convergence and minimal generalization error of LM-VP

• Quickly achieve a near-optimal performance and then remain steady with continued training
• Minimal generalization error



White-box Adversarial Robustness of LM-VP 
ModelsWhite-box adversarial robustness of LM-VP is largely influenced

by the choice of pre-trained models and there is no clear pattern



Transferred Adversarial Robustness

Transferred  adversarial robustness of standard-trained LM-VP



Transferred Adversarial Robustness

Transferred  adversarial robustness of transferred AT-trained LM-VP:

Transferred AT significantly enhances the transferred 
adversarial robustness at the cost of reduced natural accuracy



MIA-based Privacy Analysis

Privacy Analysis of LM-VP models:
(1)lower sensitivity of LM-VP models to training data
(2)minimal generalization error
(3)Prior knowledge embedded in different pre-trained models



MIA Evaluation

Transfer AT improves both transferred adversarial robustness and 
MIA-based training data privacy



Conclusion

➢ Pre-trained models significantly influences the 
white-box adversarial robustness of LM-
VP→hard to draw consistent conclusions

➢ Transfer AT achieve a good trade-off between 
transferred adversarial robustness and MIA-
based privacy→consistent findings across various 
pretrained models
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